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ABSTRACT

Thisreport describes the install ation d the PICMSS (Paral e Interoperable
Computational Medanics System Simulator) computationa fluid dynamics (CFD)
program as a NetSolve servicein NetSolve version 1.4. The PICM SSsystem uses gate-
of-the-art techniques for setting up and performing CFD cadculations. It consists of a
front-end program that runs on wser systems and prepares program inpu, a awmpute
engine that runs on paral el systems and cdculates results, and past-processng programs
that run on ser systems and analyze and present results. The PICMSScompute engine
was install ed as a NetSolve serviceon threeparall €l systems and was tested onfour user
systems. NetSolve provides the infrastructure required to run the compute engine onthe
parall e systems and transfer program input and oupt fil es between user systems and
parall el systems. The results of this projed show that using NetSolveto run parall el
programsis an effedive and productive dternative to dredly exeauting parall el programs
onaparalel system.
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1. INTRODUCTION

The University of TennesseeComputational Fluid Dynamics Laboratory (CFDL) and
Joint Institute for Computer Science (JICS) are wllaborating to develop a new computer
software system for performing computational fluid dynamics (CFD) cdculations cdled
Parall € Interoperable Computational Medanics System Simulator (PICMSS [Wong
2000,Wong 2001]. This CFD code uses date-of-the-art techniques for setting up,
performing, and analyzing CFD cdculations. PICMSSconsists of afront-end program
that prepares program inpu, a ompute engine that cdculates results, and pcst-processng
programs that analyze and present results. The front-end program uses a graphicd user
interface ad hastod s that alow a user to completely speafy the problem to be solved.
The compute engine uses paral el processng tedhniquesto quickly perform the required
cdculations. Post-processng programs, for example, convert cdculated results to forms
that can be used asinpu to plotting padkages.

The PICM SScompute engineis a versatil e implicit threedimensional finite dement
program designed to solve awide range of fluid dynamics problems [Wong 1993. It is
designed to runin parallel onawide range of platforms ranging from single workstations
to workstation clusters to large supercomputers. The program iswritten in C, uses the
Message Pasang Interface[ MPI] protocol to communicae between processes, and uses
the Aztec[Azted library to perform itslinea algebra cdculations. The program reads
data from fourteen input files and writes its results in a set of output files. Thefirst
parallel processrealsthe inpu files and dstributes the data to the other processes. Each
processworks with ather processes to perform the required cdculations and al processes
write results separately into ouput fil es.

PICMSSis designed to al ow front-end and past-processng programs to run onauser’s
locd system and for the ammpute engine to run ona system built and managed to run
paralel programs. Thisrequires development or use of a system that transfers compute
engine inpu files from the user system to the parall é system, runs the compute engine on
the parall el system, and dHlivers output fil es badk to the user system. PICM SSdevelopers
determined that NetSolve [Arnold 200] developed at the University of Tennesseeg
Knoxvill e can runthe PICM SScompute engine and provide the required fil e transfer
services.

NetSolve was designed to provide high-performance network-based computational
servicesto scientific users. It consists of clientsthat use NetSolve services, servers
accesdgble acossa network that provide services, and agents that conned clients to
servers. A NetSolve dient program is any program that uses a NetSolve service It
typicdly runsonauser’slocd system. Serversrun on hgh-performance networked
systems and provide awide range of computing services such as lving dense and sparse
systems of linea equations, parameter optimization, and data sorting. Agentsrun on



central network systems and wse the avail able servers, the services they provide, their
relative performance, and current workload to identify the server best able to provide a
serviceto a dient.

The NetSolve dient interfaceisimplemented as a set of library routines cdled from a
user’s program. To add aNetSolve serviceto aprogram, the user addsa cdl to a
NetSolve interfaceroutine and adds the NetSolve dient library to the program. The cdl
spedfies the name of the serviceto be performed, panters to the datarequired by the
service and panters to locations where the results will be stored. When the program
runs, it cadlsthe NetSolve interfaceroutine in the dient library. The NetSolve dient
library contads an agent and tell s it the name of the serviceit neads. The agent identifies
the server best able to provide that service and returns its network addressto the dient
library. The dient library contads the spedfied server and gives it the name of the
service andtherequired data. The server performs the service and returns the results to
the dient library. The dient library stores the results in the spedfied locaion then returns
to the cdli ng program. The program then uses the results.

The NetSolve dient and server can aso transfer fil es between client and server systems.
Thisfeaureisrequired for the PICMSScompute engine becaiseit gets all its datafrom
filesand writes all itsresultsin fil es.

The PICM SSservicewas added to NetSolve to med the neels of the Virtual Human
projed at Oak Ridge National Laboratory (ORNL). Virtual Human was an ORNL
Laboratory-Direded Reseach and Development (LDRD) projed to bring cutting-edge
computational techniques to modeling complex biologicd systems[Ward 200]. These
models require caabiliti es not avail able in commercial CFD padkages. Virtual Human
reseachers identified PICM SSas a good padkage for performing these cdculations
becaiseit has the flexibility and paver required to model complex biologicd systems and
the usability required to efficiently prepare and perform cdculations and analyze the
results. However, before the projed could use PICM SSeffedively, the system had to be
install ed as a NetSolve service

Thisreport describes the install ation d the PICM SScompute engine & a NetSolve
service It liststhe servicerequirements, describes how these requirements were satisfied,
and shows that the PICM SSNetSolve serviceis an efficient and easy-to-use system for
performing CFD cdculations.

Thisreport assumes the reader is familiar with NetSolve and haw the dient, agent, and
server work together to provide computational servicesto the dient program. A user
shoud be familiar with the material in the NetSolve 1.4 Users Manual [Arnold 2001
before using the material in thisreport to develop asimilar service



2. PICMSS SERVICE REQUIREMENTS

The PICM SScompute engine was designed to run as a stand-alone program on a parall el
system. To runthe program by itself, auser first prepares a set of inpu fil es that
describes the problem. If these files canna accessed by PICMSSon the parall el system,
the user must move them to the parall el system. The user then logs into the parall el
system, runs PICMSS and waits for the results. After the program stops, the user either
analyzes the results on the parall el system or moves results fil es to another system for
later analysis.

The overal requirement of the PICMSSNetSolve serviceis that it must be & least as
easy to use asthe stand-alone version. It must also provide aservice mmparableto or
better than the servicenow provided by the compute engine running on a parall el
processng system. The nine requirements listed in this sdion ensured that the PICMSS
NetSolve service met this genera requirement.

1. The PICMSSservicewill be provided by a dient that runs on the user’ s machine
and a service aciated with a NetSolve server. The dient will be astandard
NetSolve dient that uses the PICM SSserviceby cali ng NetSolve routines in the
NetSolve dient library. The servicewill be astandard NetSolve service and will
consist of all the software required to runthe PICM SScompute engine under the
control of aNetSolve server. The service software will be & smilar as possble
to existing NetSolve services.

This requirement ensured that the PICM SSserviceis a standard NetSolve service Users
familiar with NetSolve will know what to exped and rew users can lean to understand
and wse the PICM SSservice from NetSolve documentation and examples. This
requirement also helps ensure that PICM SScan be ported to new NetSolve releases.

2. The dient must be astand-alone program that does nathing but provide the
PICMSSservice

The PICM SSfront-end software is currently being developed so it canna now serve &
the dient program. Until this program is ready for use, the PICM SScompute engine
must be run unadr NetSolve the same way it isrun as a stand-alone program. This
requirement all ows the user to develop the inpu files by hand onalocd system, runthe
program as a NetSolve service, and get the results fil es back onthe locd system. When
the front-end software is completed, this gand-alone dient can beintegrated into it.

3. The dient must run onevery system for which NetSolve dient libraries are
avail able.



NetSolve dient libraries are aurrently avail able for common UNIX systems and Windows
family systems. The dient must run onthese systems.

4, The PICM SSservice must be exeauted from a shell script that isrun by NetSolve
and suppied by the user.

The PICM SScompute engineis gill under development so versions can be expeded to
be aedaed frequently and multi ple versions can coexist. This allows users to spedfy the
versions of the PICM SScompute engine to use when they request PICM SSservices. It
also makes the PICM SSservicediff erent from other NetSolve services. However, the
code used to exeaute programs and shell scriptsis smilar, so the shell script can easily be
replaced by dired program exeaution similar to ather NetSolve parall €l services when
development ends and a production versionis creaed.

A secmondreasonto use ashell script isto allow auser to speafy afile containing alist of
the procesors to use during arun. Some operating systems such as AIX onthe ORNL
Eagle system automaticdly all ocate avail able nodes to a submitted job. However,
NetSolve and MPI do nd provide this srvice A user on systems that just use MPI (such
asthe SINRG systems) must tell MPI which nodesto usefor arun. If the job spedfies an
unavail able nodk, the jobfails. Thisallowsauser to include afil e that tellsthe PICMSS
servicewhich nodesto usefor arun.

5. The dient must get the number of processors required from an inpu file and
suppy that number to the server.

This number is neaded onthe server side becaise number of processors required for a
cdculation depends onthe problem being solved. It al ows the user to use the same shell
script for al cdculations and makesit easier to eventually run the program diredly from
the PICM SSservice program. The number is arealy present in the PICMSScompute
engineinpu file inpara.indat so noinpu file dnanges are required.

6. Client and service must work together to move dl PICMSSinpu and ouput files
between the dient and server. The dient must get al i npu datafiles required by
the PICM SScompute engine from the user’s current diredory and transmit them
to the PICMSSservice The servicemust recave theinpu files snt by the dient
and pu them in the PICM SScompute engine default diredory. The PICMSS
servicemust get all output files produced by PICM SScompute engine and send
them to the dient. The dient must recave the output files produced by the
PICM SScompute engine service and pu them in the user’s current diredory.
Transmitted input and ouput fil es must be written in the destination dredory
using end-of-line charaders gandard for text fil es on the destination machine.



Program users crede and the PICM SScompute engine program expeds to read and write
standard system text files. The dient and service must ensure that the transmitted fil es
appea to all users as dandard text fil es.

7. The dient must transmit all required inpu filesto the service and transmit
optional filesonly if present.

The PICM SScompute engine has fourteen required and ore optiona inpu file. The
client must fail if arequired fileisnot present. It must transmit the optional file only if
present.

8. The PICM SScompute engine servicemust dired stdou and stderr output to afile
and cHliver it to the dient.

The NetSolve service catures output written by its srvicesto stdou and stderr and
deliversthem to the dient. NetSolve dient library routines automaticdly write them on
the dients’ stdou and stderr units. This requirement ensures that they are delivered
instead asfilesthat can be later examined by the user.

9. The PICM SScompute engine caana be dhanged.

This requirement helps ensure that new versions of the program will work with the
NetSolve eavironment developed by this projed.



3. PICMSS SERVICE SOFTWARE

The PICM SSNetSolve serviceis implemented as a stand-alone dient program that runs
onthe user's machine, aPICM SSserviceintegrated with NetSolve server software, and
the combined file modue that credes the cmbined fil e used by bath client and service

software to contain the fil es transmitted between client and server.

The dient, service and combined file modue ae written in as much as possblein
standard C and utse mmmonly avail able extensionsto provide system services not
standardized in the C language. The dient and combined file modue have been compiled
andrun succesqully onIBM AlX, Sun Solaris, Linux, and Microsoft Windows g/stems.
The service has been compiled and run succesgully on IBM AlX, Sun Solaris, and Linux
systems.

COMBINED FILE MODULE

The major technicd challenge in creding the PICM SSNetSolve servicewas in managing
the program input and ouput files. The PICMSScompute engine reals fourteen required
and ore optional inpu files and the PICM SSservice has one required and ore optional
inpu file. Each parallél processproduces its own set of output files. Asaresult, the
client must transmit to the servicefourteen to seventeen inpu fil es and expeds badk
many more output fil es.

NetSolve can transfer files from the dient to the server and from the server to the dient.
This cagpability is used by NetSolve, for example, to get routines that caculate objedive
function values required by optimiztion services from the user. The dient provides the
name of the file cntaining the ojedive function cdculation in the NetSolve parameter
list. The NetSolve dient and server work together to send the fil e to the server whereit is
compil ed and linked with the parameter optimization service. The servicewith the user-
provided function work together to cdculate the optimum value which is returned by
NetSolveto the dient.

In NetSolve, the fad that fileswill be transmitted from client to server and from server to
client when aserviceis exeauted is gedfied when the serviceis defined. The names of
thefilesto be transferred are parameters in the NetSolve interfaceroutine cdl. Although
predicting the number and nemes of the filesto be transferred for aPICM SScadculation
ispassble, the resulting parameter list would be very long and have diff erent lengths for
eah problem solved. This smply isnot pradicd.

The solution was to have the dient combine dl inpu filesinto asingle combined inpu
file and sendthat file from the dient to the server. The PICMSSserviceunpads the
combined file and writesthe inpu filesin the default diredory used by the PICMSS



compute engine. After the compute engine finishes, the PICM SSservice mmbines al
output files produced by the engine into asingle combined ouput file and sends that
combined file to the dient whereit is unpaded to reproducethe original output fil es.
Thisway only two files are transferred so only two file names are required in the
parameter list for every PICMSSservice cdl.

The combined file modue has routines that open a new combined fil e, add files to the
combined fil e, close the cmbined fil e, and extrad al files from a combined file. To
sendinpu files to the service, the dient creaes a new combined fil e, adds the required
and ogional (if present) inpu fil es to the cmbined fil e, then closes the combined file.
When it cdls NetSolve, it putsin the parameter li st the name of the combined fil e that
contains al i npu fil es and the name of the cmbined fil e that will contain al output fil es.
The server works with the dient to transfer the input combined fil e to the server. The
server starts the PICM SSservicewhich uses the combined file modue extradion routine
to extrad all filesfrom the inpu combined file. The service exeautesthe PICMSS
compute engine which credes a set of output files al ending with the extension*.outdat”.
After the engineisfinished, the PICM SSservice aedes a new combined file, givesit the
output file name spedfied in the dient parameter list, and addsto it all fileswith names
ending in .oudat. When the serviceisfinished NetSolve sends that fil e badk to the dient
where it is unpadked.

The combined file modue dso handes all text file end-of-line charader conversions.
UNIX systems mark the end d alinein atext file using aline feed charader and
Windows-based systems use a cariage return charader foll owed by aline feed charader.
To ensure that end-of-line dharaders are wnsistently and corredly converted, the modue
removes al end-of-line dharaders and records their locations when fil es are alded to the
combined file. When thefileis extraded, the modue alds the end-of-line charaders for
the locd system in their corred locaions. Removing al end-of-line daraders from the
file dso ensuresthat lines are not modified by format conversion transformations that
may be gplied to the filein transit between client and server.

PICMSSFILES

Two new inpu files were added to the set of files already required by the PICMSS
compute engine. File picmsssh contains the ammmands required to exeaute the PICMSS
compute engine onal paralel systemsthe serviceisinstaled on. This dell script must
contain the mpirun command (for MPI systems) or the equivalent command on dher
systems that runs parall el programs. NetSolve environment variable
NETSOLVE_ARCH can be used to make sure the mrred commandis exeauted. The
script can aso contain any other programs or shell script commands. This sript takes
one parameter, the number of processors required.



The secondfileis named hastfile and contains the names of the processorsto use for MPI
systems and aher systems where the user must spedfy the paral el procesorsto use.
Thisfileisoptiona so it only needsto be provided where required.

PICMSS CLIENT

The dient isasimple stand-alone program that runs on the user’s madine. The dient
first reads the number of procesors required from file inparaindat. It then creaesthe
inpu combined file and adds all of theinpu filesto be sent to the server toiit. If a
required fileismisgng, it reports the missng file and stops. The dient then cdls
NetSolve with these parameters. PICM SSservice name, inpu combined file name,
output combined file name, and number of procesorsrequired. After the NetSolve
servicefinishes, the dient splits the output combined fil e returned by NetSolve into
individual output fil es then stops.

PICMSS SERVICE

The NetSolve server cdlsthe PICM SSservicemodue to runthe PICM SScompute
engine and providesit these threeparameters. inpu combined file name, ouput
combined file name, and number of procesorsrequired. The service tradstheinpu
filesfrom the inpu combined fil e then cdl s the C system() routine to exeaute shell script
picmsssh. The system cdl gives exeaute permissonto fil e picmsssh, exeautes it using
the number of procesors asits sngle parameter, and redireds its gandard ouput to
stdou.outdat and its gandard error output to stderr.outdat. After shell script exeaution
ends, the PICM SSservice aedes the output combined file, adds all filesendingin
.outdat to it, then returns to NetSolve.

COMBINED OPERATION

The dient program, NetSolve, and the PICM SSNetSol ve servicework together to runthe
PICMSScompute engine and deliver itsresultsto the dient. The dient program
asemblesthe inpu filesinto the cmbined inpu file then cdls NetSolve. The NetSolve
client contads the agent and gets from it the addressof the NetSolve server it determines
isbest able to provide the PICM SSserviceto the dient. The NetSolve dient contads the
server, tell sit that it wants to exeaute the PICMSSservice and givesit theinpu and
output combined file names and number of processorsrequired. The server credesa
temporary diredory for the fil es and the NetSolve dient and server work together to
transfer the inpu combined file to that diredory. The NetSolve server cdlsthe PICMSS
serviceto perform the cdculations. The PICMSSservice splits the inpu combined file,
exeautes picmsssh, and adds al output filesinto the output combined file. It returnsto
the NetSolve server which works with the dient to transfer the output combined file to
the dient’sdiredory. The dient NetSolve cdl returns and the dient extrads the results
files from the output combined file.






4. PICMSS SERVICE EVALUATION RESULTS

The PICM SSclient and NetSolve service using NetSolve version 1.4were install ed and
tested onthe ORNL Center for Computational Sciences Eagle and Beaca systems and
onthe Neo and Cypher clusters, part of the SINRG (Scdable Intracanpus Reseach Grid)
network at the University of TennesseeKnoxville. Eagleisan IBM RS6000based
parale processng system running the IBM AIX operating system. Beacat isadual-
processor RS6000system running the Al X operating system that operates asasingle
seria processor system. The PICM SSclient and NetSolve agent runs onthe Beaca
system and the NetSolve server with PICM SSserviceruns on the Eagle system.

Neo isanetwork of sixteen Sun SPARC workstations runnng Solaris 7 and Cypher isa
network of sixteen Dell systems with Intel Pentium procesors and the Linux operating
system. The PICMSSclient, NetSolve agent, and NetSolve server with the PICMSS
servicewere installed onNeo system neol and onCypher system cypherO1. The dient
was also install ed and tested ona Pentium Pro system runnng Windows 98 and used the
agents and servers runnng on the Neo and Cypher systems.

TEST CASES

The tests were performed using threetest cases that ead cdculate the flow through a
duct. Thesetest cases have anayticd solutions and were originaly used by the cde
author to vali date the PICM SScompute engine. These cases were used becaise the data
fileswere avail able and the results known to be corred. Case 2DCASE-2 and 2DCASE-3
are two-dimensional cdculations with 2DCA SE-2 representing a 5x5 structured grid and
2DCA SE-3 representing an urstructured grid. Case 3DCASE-0 isathreedimensional
cdculation wsing a 5x5x5 grid.

ACCURACY TESTS

A set of test cases was used onead system to verify that the PICM SSservice produced
the same results as the PICM SScompute engine run separately. Four test cases were
used onthe Beaca and Eagle systems and threeused onthe Neo and Cypher systems.
All test cases were provided by the PICM SSdevel opers.

Ead test was conducted foll owing the same procedure. First, the PICM SScompute
engine exeautable file was creded for ead of the threesystems using a makefile and
source ®de provided by the developers. This exeautable was used for both the stand-
alone program runs and for the NetSolve PICM SSservice

The stand-alone results were produced by running ead o the test cases using the
PICMSSexeautable file andthe test case inpu files. PICM SSwas run onthe Neo and
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Cypher madines using a makefil e provided by the developers and onthe Beaca and
Eagle systems using a shell script provided by the developers. The output written by the
PICM SScompute engine to stdou and stderr was saved in files ¢dou.outdat and
stderr.outdat so they could be compared to the stdout.outdat and stderr.outdat fil es
produced by the NetSolve PICMSSservice The output for ead case was sved ina
separate diredory.

Theinpu files were mpied to a separate diredory on the same system and ead case was
runagan using the PICM SSclient and NetSolve PICM SSservice For the ORNL
systems the dient and NetSolve agent ran onthe Beaca system and the NetSolve server
with PICM SSserviceran onsystem eaylel63. For the Neo tests the dient, NetSolve
agent, and NetSolve server with PICM SSserviceran onsystem neol. Likewise, for the
Cypher tests, the dient, NetSolve agent, and NetSolve server with PICM SSserviceran
on system cypherO1. Shell script picmsssh exeauted the same PICM SSexeautablefile
used to crede the stand-alone results for that system.

The UNIX diff command was used to compare eab ouput fil e produced by the NetSolve
PICM SSservicewith the same fil e produced by the PICMSScompute enginerunasa
stand-alone program. All output files were compared including the stdou.outdat and
stderr.outdat files. The only differencesin the fileswerein lines reporting timing results.
All reported cdculation values were identicd.

The Neo system test cases were apied to the Bearca system and the Neo tests repeaed
to confirm that the results did na change when the dient and server ran ontwo dff erent
systems. The output produced by PICM SSrunning as a stand-alone program and the
output produced by the PICM SSservicewere compared. The results were identicd
except for lines reporting timing results.

PERFORMANCE TESTS

The Neo test cases onthe Beaca system were dso used to measure the alditional time
required to runthe NetSolve PICM SSservice mmpared to the time required to runthe
PICMSScompute engine & a stand-alone program. A terminal sesson was establi shed
with system neol and the NetSolve agent and NetSolve server with the PICM SSservice
were started onthat system. A performancetest diredory was st up that contained
copies of the test cases and exeaution scripts used to crede the stand-alone output fil es.
This diredory was creded to al ow the PICM SScompute engine to be run repeaedly and
to creaetest case output files withou aff eding the stand-alone output fil es used to
confirm the acarracy of the NetSolve cdculations.

A separate terminal sesson was establi shed with the Beaca system. A performance

diredory was creaed onthis g/stem to contain copies of the fil es used to test the
NetSolve PICMSSserviceonthe Neo system. Thisdiredory was creded to al ow the
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NetSolve serviceto be runrepeaedly withou affeding the fil es used to confirm the
acarragy of the NetSolve cdculations.

Together these two terminal sessons were used to compare the times required to exeaute
PICMSSas a stand-alone program and as a NetSolve serviceon the Neo system. The
threeNeo test cases were used as the test data. The stand-alone version and the NetSolve
servicewere eab runfivetimesfor ead test case and the dapsed timesrecorded. The
runs were interleaved to reducethe dfeds of other adivities present in the systems. The
NetSolve servicewas garted as onas the stand-alone version finished and the stand-
aoneversionwas darted as oonas the NetSolve servicefinished. The timeswere
colleaed by the Korn shell time command. The output produced by ead runwas also
cheded to verify that the cdculated results were @rred.

Thetimesrecorded for ead of thetest cases arelisted in table 4.1. These results how
that for these short runs NetSolve alded a significant amourt of time to the length of the
run. They also show that the time required by NetSolve is propational to the length of
therun. These aethe only test cases provided by the developer so longer runs could na
be examined.

Table4.1
Run Time Added by NetSolve

Case Batch Time,s NetSolve Time, s Difference, s
2DCASE-2 51 76 25
2DCASE-3 49 72 23
3DCASE-0O 16 23 7
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5. CONCLUSIONS

These results $how that the NetSolve PICM SSserviceis an effedive and productive
dternative to dredly exeauting the PICM SScompute engine on a parallel system. The
cdculation results were identicd but the wall -clock times were higher. However, with
the NetSolve servicethereisno real to log into the parall el system. Program files can be
creded, the PICM SScompute engine program run, and results analyzed dredly ona
user’s home madiine. Thisalowsthe user to use the user’s own editors, plot padkages,
and aher analysistodls. It also alows the program that generatesinpu filesto be
designed to run on ser-oriented systems rather than on rall e systems better suited for
computational tasks. This conveniencefador far outweighs the st of the added time
required to perform the cdculations.

This projed also shows that NetSolve can be an effedive platform for delivering general
parallel processng servicesto users. Many parall el applications operate the same way as
the PICMSScompute engine: They read inpu fil es, perform cdculations, and write
output files. Infad, the PICM SSclient and service programs can be modified to run
amost any parall el program even though they were designed spedficdly to runthe

PICM SScompute engine. Of course, it wouldn't be simple. Theinpu files needed by the
program would have to be renamed to the names used for the PICM SScompute engine
then renamed to their original names by the shell script. The shell script would have to
run the other program and would have to give dl its output files the .outdat extension.
The inpara.indat file would have to spedfy the number of processors neaded. Y et the fad
that it would work shows how simple adapting this oftware to run aher paral e
applicaionswould be.
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6. FUTURE WORK

Extending thiswork to ather applicaions that use parallel computationsisrelatively
simple. The PICMSSclient and service can arealy be used withou change for any
parall el applicaion as described in the mnclusions. The PICMSSclient can be changed
into ageneral purpose paral e program client by giving it alist of inpu files to add to the
inpu combined file and by giving it the number of procesorsrequired. The PICMSS
service can be dhanged into a general purpose parall el processng serviceby giving it a
list of the output fil esto return in the output combined file. The parallel program would
continue to be spedfied in the shell script sent from the dient to the server. If these
adions are taken, aNetSolve server with this srviceinstal ed could run any non
interadive parall el program installed onthat system for users on the network. This new
servicewould be a diange from the services NetSolve aurrently provides but it would
provide avaluable new serviceto parall el program users.

If NetSolve will continue to be used to provide paral el processng services, the
cdculations used to measure server workloads shoud be redesigned to measure
workloads on paral e systems. The aurrent load-balancing algorithms used by NetSolve
agents to identify the server best able to perform a cdculation for a user assume that the
servicewill be provided by aserial procesor. If aserver madineislightly loaded bu
other madiinesin the duster are heavily loaded, an agent may assgn the jobto the server.
As aresult, thisjob may take much longer than it would have if assgned to ancther
server.

For those MPI systems where the user must spedfy the nodes to be used for a cdculation,
the server shoud be aleto tell the servicewhich nodesto use. NetSolve now uses a
fixed list of available nodes. If one of these nodes is down and a parall €l program uses
thislist to get avail able nodes, the job will fail when it attempts to use the unavail able
node. Currently thislist must be manually maintained by a system administrator. It
would be much better if the NetSolve server could monitor cluster performance and use
the information to dynamicdly maintain the MPI host list. When a parall €l service starts,
the server could provideit with alist of nodes to use sorted by workload. Thiswould
allow the serviceto use the nodes with the lightest workload to perform its cdculations.
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A. INSTALLING AND USING
NETSOLVE 14 PICMSS SERVICE
ON SINRG NEO AND CYPHER CLUSTERS

NetSolve version 1.4and the PICM SSservicewere install ed and tested onthe SINRG
Neo and Cypher clusters and onthe ORNL Beaca and Eagle systems. The procedures
used for the Neo and Cypher clusters are described in this appendix; the procedures used
on Beaca and Eagle ae similar but not described further as these systems are not likely
to be available much longer. The makefil es used to crede them areincluded in the
PICMSSdiredories onthe SINRG system.

INSTALL NETSOLVE 1.4

NetSolve version 1.4isinstalled by downloading thetar fil e from the NetSolve web site
and un@ding it in the diredory that will be the NetSolve roat diredory. The README
and INSTALL files unloaded from the tar fil e describe the procedures that must be
followed from that point forward. These procedures require the install er to runthe
configure script then run the makefil e produced by the configure script. NetSolveis
ready for use dter the makefile ends.

On Neo the following direcory must be permanently added to the PATH variable before
the configure script isrun:

lusr/locd/ SUNWSspro/bin

Thisfileisrequired to find the Fortran compiler. The arrent diredory must also bein
the PATH variable for the NetSolve @nfigure script to work. Once @nfigure has been
runthe arrent diredory can be removed from the PATH variable. No path changes are
required onCypher.

On Cypher the makefil e produced by configure mntains aflaw that causes the make to
fail. The makefile reportsit canna find /usr/locd/bin/ar which is suppased to be the
UNIX archive program. Change variable AR which spedfies the achive program
locaionin NETSOLVE _ROOT/conf/Makefilei686 _linux_gnuinc to corred
diredory /usr/bin/ar then repea the make cmmand to complete the install ation.

To test the NetSolve install ation, set the NETSOLVE_AGENT environment variable to
point to the system, edit the server_config file to tell the server to use the locd system as
the NetSolve agent, start the agent then the server, runthe Test script in the
bin/sparc_sun_solaris2_7 a bin/i686_px_linux_gnu dredory, andfoll ow the instructions
written by the script. If all tests return success NetSolve is working corredly.
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CREATE PICMSSFILES

The PICMSSfiles are stored in adiredory structure with the PICM SSdiredory at the top
and dredories CFMODULE, CLIENT, SERVER, and TEST at the next level.
CFMODULE contains the combined file modue, CLIENT contains the fil es required to
creae the PICM SSclient, and SERVER contains the fil esrequired to crede the PICMSS
service Thelevel below these diredories identifies the program version nunber,
currently V01.00.001.The files required to creae the programs are in the version
diredories. Below the version dredories are diredories used to test the program and to
store Neo and Cypher exeautable fil es.

The combined file modue must be aeaed before the dient or service can be aeded. To
creae this modue, change to the PICMSSCFMODULE/V01.00.001 dedory and run
make. This program creaes the CFModue objed fil e required by the other two programs
and programs combfil e and splitfile that can be used to test the program. Program
combfileisrunin dredory COMBTEST and creaes a combined file. Program splitfile
isrunin dredory SALITTEST and splits a wwmbined file bad into itsindividual files. A
script in SALITTEST can be used to confirm that the files lit from the combined file ae
identicd to the original filesin COMBTEST.

The dient is creaed next from the sourcefilesin dreaory PICMSSCLIENT/-
V01.00.001.The makefil es used to creae the dient on Neo and Cypher are different, so
first copy makefile.neo or makefil e.cypher to makefile.sys. If the NETSOLVE_ARCH
variable isnat defined, it must be defined to be the name of the achitedure subdredory
of the SNETSOLVE_ROOQOT/lib dredory. For Neo NETSOLVE_ARCH must be
sparc_sun_solaris2_7andfor Cypher it must bei686_pr _linux_gnu. Run“make” by
itself to crede the picmssclient program and “make picmsgest” to creae aprogram that
can be used to test the picmssclient program. To test the dient program, change to the
TEST subdredory and exeaute picmsdest. This program creaes a combined inpu file,
simulates a NetSolve exeaution, and splits an ouput combined fil e bad into individual
files.

The server softwareis creded from the filesin PICMSSSERVER/V01.00.001.The
makefile in this diredory creaes archive file libPICMSSa and program picmsdest. To
test the service copy the inpu combined file aeaed by the dient picmsdest program to
the TEST diredory and run gcmsdest in the TEST diredory. This program splits an
inpu file into separate fil es, runs the picmsssh shell script, then copies al the *.outdat
filesto the output combined file. The difffile script in the TEST diredory can be used to
confirm that the inpu fil es are the same athe filesin PICMSSCLIENT/V01.00.001-
TEST. The output combined file can be mpied to the dient program test diredory and
picmsgest runagain in that direcory. Shell script difffilein that diredory can be used to
verify that the output fil es are the same.
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ADD PICMSS SERVICE TO NETSOLVE

PICMSSisinstall ed as a austomized servicein NetSolve similar to ather NetSolve
servicesthat perform parallel processng. All parallel processng servicesin NetSolve ae
install ed as customized services becaise, due to MPI limitations, these services cannat
use adiredory descended from the system /tmp diredory. Thesethree ¢anges must be
made to NetSolve fil e generateservicec to add PICM SSas a wstomized service

1.

Add PICMSSto thelist of services that use aworking diredory descended from a
permanent diredory instead of adiredory descended from /tmp. All current
NetSolve services that perform parall el processng use diredories not descended
from /tmp, so just add PICM SSto thislist of services.

Change the temporary diredory used by PICM SSand the other parall €l servicesto
adiredory descended from SNETSOLVE_ROOT/tmp. The default isto place
these filesin a diredory descended from $SNETSOLV E/src/Server which isan
inappropriate locaion.

Add PICMSSas a austomized servicethat cdlsthe standard file service File
generateservicec was written assuming ead customized servicewould have a
spedal serviceroutine.

Now exeaute this procedure to add PICM SSto NetSolve version 1.4

=

S

NOo

Define SNETSOLVE_ROOT to pant to the NetSolve roct diredory.

Define eavironment variable NETSOLVE_ARCH to be the name of the diredory
below the SNETSOLVE_ROOQOT/bin that contains the exeautable files for this
architedure. For the Neo systems NETSOLVE_ARCH must be
gparc_sun_solaris2_7andfor the Cypher systemsit must bei686 T _linux_gnu.
Copy NetSolve problem definitionfil e picmssfrom PICMSSSERVER/-
V01.00.001to NETSOLVE_ROOT/problems.

Add problem ./problems/PICM SSto SNETSOLVE_ROOT/server_corfig.

Copy PICMSSilibrary routine libPICMSSain PCMSSSERVER/V01.00.0010
SNETSOLVE_ROOT/lib/$NETSOLVE_ARCH.

Exeaute make server in the SNETSOLVE_ROQT diredory.

When the make fail s becaise target libPICM SSais not found @ reports
permisson denied, copy SNETSOLVE ROQOT/Makefile.numericd to
src/Makefilenumerica. Thishasto be doreto get aroundabug in NetSolve.
Crede aNETSOLVE_ROQOT/tmp dredory to contain the PICMSSinpu and
output files whil e the serviceis runnng.

When the make completes, the PICMSSserviceisready for use. Thetmp dredory in the
$NETSOLVE_ROQOT diredory is used for temporary direcories that store PICM SSfiles

while the PICM SScompute engineisrunning. These diredories are aeaed by NetSolve
when the PICM SSservice starts and are suppased to be deleted by NetSolve when the
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service ends. However, onNeo and Cypher the empty diredories remain after the
NetSolve service ends and must be manually deleted using the rmdir * command. They
are deleted corredly on IBM AlX systems, so this may be an artifad of the network file
serviceused onthese systems. Thelocaion d thisdiredory is different from the
standard NetSolve 1.4 dstribution which places these filesin the SNETSOLVE_ROOT/-
src/Server diredory, an inappropriate locaion.

The PICMSSTEST diredory contains threetest cases that can be used to verify that the
NetSolve service produces the same results as the PICM SScompute engine run by itself.
The TEST diredory isdivided into aBATCH diredory containing the results from
exeauting the PICM SScompute engine & a stand-alone program and the NETSOLVE
diredory that contains the results from exeauting the NetSolve service Each of these two
diredories contains diredories 2DCASE-2, 2DCASE-3, and 3DCASE-O0 for the threetest
cases provided by PICM SSdevelopers.

The BATCH output files were aeded by exeauting a makefil e provided by the
developersin the caefilediredories. The “make mprun5' command was used for the 5-
processor cases (2DCASE-2 and D CASE-0) and the “make mprun3' command was
used for the 3-procesor test case 2DCASE-3. The PICM SScompute engine exeautable
file and hastfile aein another subdredory in BATCH asrequired by the makefil e.

The NETSOLVE output fileswere aeaed by running PICM SSclient program picmssin
eat o thetest casediredories. The picmssprogram used isinthe NETSOLVE
diredory. The shell scriptsused arein the caefile diredory and reference aPICMSS
compute engine exeautable and haet fil e that are identicd to the exeautable and hctfile
used to creae the BATCH diredory output. Shell script diffoutdat in ead of the test case
diredories compares the output in the NETSOLVE test case diredory with the same
output in the BATCH test case diredory. These scripts can be used to verify that the
cdculation results are the same.

RUNNING THE PICMSSNETSOLVE SERVICE

The PICMSSNetSolve serviceis run from auser’s maciine simply by exeauting the
PICMSSclient program in the diredory containing the inpu files. The PICMSSclient
creaesthe inpu combined fil e, gets the server name from the agent, sends the inpu
combined file and aher information to the NetSolve server, then waits for the server to
finish. The NetSolve server exeautes the PICM SScompute engine, creaes the output
combined file, and sends it badk to the dient madine. When NetSolve server finishes,
the dient program bre&ks the output combined file into individual files.

The PICM SSNetSolve dient program gets the aldressof the NetSolve aggent from
environment variable NETSOLVE_AGENT so this variable must be set to the IP name or
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addressof the NetSolve agent before the dient isrun. For example, to use an agent on
neolset NETSOLVE_AGENT to neolsinrg.cs.utk.edu.

The fourteen required PICM SSinpu fil eslisted below must be present in the diredory
before the PICM SSclient can be started:

inbconindat inegnt.indat initer.indat inproc.indat
inbindx.indat ingeom.indat inpara.indat inwall .indat
indmsr.indat ingrid.indat inphys.indat
inelem.indat iniconindat inpinf.indat

If the fil es are not nealed, they can be completely empty but they must be present. This
standard PICMSSinpu fileis optional:

restart.indat

It will be sent to the server only if present in the diredory. Please seePICMSS
documentation a contad the developers for more information abou the datarequired in
PICMSSinpu files.

The PICM SSservice uses two additiond files that are not standard PICMSSinpu fil es:

picmsssh
hostfile

File picmssshisrequired andfile hostfileis optional .

File picmssshisashell script that exeautes the PICMSScompute engine on the NetSolve
server. This command must contain the operating system command wsed to exeaute the
PICMSScompute engine and any parameters required by that program. The shell script
exeautes using the default shell onthe server, so the gopropriate command must be
present in thefirst record of the script to exeaute another shell. The shell script has one
parameter, the number of processors required. For example, this sell script might be
used to exeaute the PICM SScompute engine on the Neo cluster:

[usr/1ocal /npich/bin/nmpirun -np $1

-machinefile hostfile
/ honmel/ user/ Pl CVSS/ NEQ npexe

Script picmsssh can contain any legal shell commands and exeaute any program on the
system.

File hostfile is provided to all ow users to spedfy the hosts to use for the cdculations on
those systems where the parall €l processng environment does not assgn jobsto
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processors. The example &ove uses a user-supfied hastfile. A standard hcstfile can
also be used onthe system.

The PICM SSclient program produces the foll owing messages reporting its progress

Pl CM5S Net Sol ve dient Version 1.00.001
Processors Required: 5

| nput Files Read

Initializing NetSolve...

Initializing NetSolve Conplete

Sendi ng I nput to Server neol.sinrg.cs.utk.edu
Downl oadi ng Qutput from Server neol.sinrg.cs. utk.edu
Pl CVMSS service version 1.00.001 started

Input files created fromconbined input file
Shel |l script execution started

Shel | script execution conpleted

Val ue returned: 8192

Combi ned output file created

Ret urni ng conbi ned output file

See stdout.outdat and stderr.outdat for program
nmessages

Pl CVSS servi ce conpl et ed

Net Sol ve Returned: O

Qutput Files Witten

The dient writes the messages reporting the program version, number of processors
required, and the succesdul creaion d theinpu combined file. The NetSolve dient
library code writes the initi ali zing NetSolve messages whil e it contads the agent and the
sending input to server message dter it has established contad with the server. The
remaining messages are written after the PICM SSservice ends. These messages report
the PICM SSserviceversion nunber, the value returned by the system cdl that exeauted
picmsssh andthe aedionandreturn of the output combined file. The program

generall y pauses after it reports the value NetSolve returned whil e it bregks up the output
combined fileinto individua fil es before ending.

NETSOLVE PROBLEMS

Four problems were encourtered with NetSolve version 1.4when NetSolve was install ed
onthe four systems and when the PICM SSservicewas added to NetSolve. These
problems and their work-arounds are listed below:

1. The NetSolve mde generator produced a Makefile.numericd file that did na

corredly link the PICM SScompute engine service. This problem occurred onall
systems and was correded by manually adding the required code to the makefil e.
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The @nfigure program does nat work corredly if the airrent diredory isnat in
the path. This problem was encountered onthe Neo system and was correded by
adding the aurrent diredory to the path.

The @nfigure script onthe Cypher system recrded the wrong locaion for the
UNIX ar command. Thiswas manualy correded in file Makefil e.-
1686_jx_linux_gnuinc.

NetSolve on Neo and Cypher empties but does not delete the temporary
diredoriesit creaesto run paralel services. The anpty diredories have to be
manually deleted. It does delete them on AIX systems.
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B. PICMSSPROBLEM DEFINITION FILE

The PICMSSNetSolve service problem definition file (PDF) islisted below:

@PROBLEM PI CMSS

@I B $(NETSOLVE_ROOT) /| i b/ $( NETSOLVE_ARCH) / | i bPI CVBS. a

@ UNCTI ON PI CVBS

@ANGUAGE C

@AIOR ROW

@PATH / PI CVBS/ PI CVBS/

@DESCRI PTI ON

This service is the conpute engine for PICVMSS (Parallel |nteroperable
Conput ati onal Mechani cs System Si mul ator) devel oped by the UTK Joint Institute
for Conputational Science (JICS) and the Conputational Fluid Dynam cs
Laboratory (CFDL). PICMSS is a versatile inplicit finite element 3D CFD
platformthat can admit various fornulations of fluid simulations. This
service performs the finite elenment cal cul ations for Pl CVSS.

@ NPUT 2

@BJIECT FILE I nput Conbined File

This file is a conbined file that contains all programinput files and shel
script picnss.sh. The conbined file is a single file created by the Pl CMBS
client programthat contains the contents of other files. This fileis
sent by NetSolve to the server systemwhere it is unpacked by the PI CVBS
service programinto separate files before the PICMSS service is run. For
nore informati on about the conmbined file and the files required to run the
Net Sol ve PI CVMSS service, please see the PICVSS service docunentation. For
nore i nformati on about the PICMSS input files, please see the PICMSS
docunent ati on

@BJIECT SCALAR | Nunber of processors required

The PICMSS client programgets the nunber of processors required fromfile
i npara.indat and supplies it to the PICVSS service using this paraneter.
@UTPUT 1

@BJIECT FILE Qutput Conbined File

This file is a conbined file that contains all of the output files

witten by PICMSS and the standard out and standard error output produced by
Pl CVBS and the shell script. This conbined file is created by the Pl CMBS
service, transmtted by NetSolve to the client, and unpacked by the PICVSS
client programinto individual files on the client machine. For nore

i nformati on about the conbined file and the files produced by the Net Solve
Pl CVBS service, please see the PICMSS service docunentation. For nore

i nformati on about the PICVSS input files, please see the Pl CMSS docunentati on.
@COVPLEXITY 1,1

@CUSTOM ZED PI CMVSBS

@TALL| NGSEQUENCE

@\RG 10

@\RG Q0

@G\RG | 1

@ODE

extern void PICMSS Service (char *, char *, int *);

Pl CVBS _Service (@0@ @@ @1Q@;

@ND_CCDE
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C. COMBINED FILE LAYOUT

The combined file and its format were aeded to al ow the PICMSSclient to send the
inpu files required to run the program to the NetSolve PICM SSservicein asinglefile
andto allow the PICM SSserviceto send all the output fil es produced by the program
badk to the dient in asinglefile. The cmbined fileis afil e that contains one or more
files gored within it using aformat that all ows them to be extraded from thefile. The
format of the file dso al owstext fil es extraded from the combined fil e to be stored using
the end-of-line cdharader convention used onthe machine onwhich they are extraded.
Thefileisdesigned to be transmitted as a binary fil e between systems. However, al end-
of-line dharaders have been removed from the fil e so the file will not be dhanged if end-
of-line dharader transformations are gplied to thefile.

FILE STRUCTURE

The combined fil e has the structure of an XML file but isnot formally defined as an

XML file. Thefile cnsists of records defined by start and end tags. Within these records
are other records also delimited by start andendtags. Start tags also have dtributes that
describe the records they enclose.

Thetoplevel structureisthe aentirefile andis delimited by <combined-file> and
</combined-file>tags. The <embined-file>tag has attribute version which currently
has value 1 which means thisisthe first version d thefile.

The <mmbined-file>tags enclose aset of files, eat delimited by <file> and </file>tags.
The <ile>tag has required attribute type and ogional attribute size. Attribute type has
values “binary” or “text.” Binary files are transferred withou trandation. Text files are
transferred withou translation except that newline dharaders are removed from thefile
andtheir locations recorded. Binary files also have the size atribute which spedfiesthe
length of thefilein bytes. The entire file cntent appeas between the <ile> and </file>

tags.

Text filesdo nd use the size dtribute. Instead, the individual li nes that make up text files
are delimited by <line> and </line>tags. These tags are used to ensure that newline
charaders are translated corredly. Each <line>tag has attributes length and rewline.
When alineisredal, al charaders through the next newline dharader, end d theread
buffer, or end d thefile, whichever is snalest, arereal. If al charaders through the
next newline dharader are real, the newline is removed from the line, the newline
attribute set to “y,” and the length is st to the number of charaders read minus the
newline. Otherwisethelengthis st to the total number of charadersread and the
newline dtribute set to “n.” When the line is written, the number of charaders between
thetagsiswritten in thefile. Then, if newlineis*y” a newline charader iswritten in the
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file. Theroutines used to read and write the newlines are required by standards to
translate the newline to and from the end-of-line convention used onthe cwmputer.

A simple example of a mmbined fil e formatted to look goodin print is shown below:

<combined-file versior="1">

<file type="binary” size="5">abcde<file>

<fil e type="text"><line length="13" newline="y">line with end</line></file>
<fil e type="text><line length="16" newline="n">line with noend</line>
</combined-file>

The combined fil es written by the dient and service program is a single strean withou
embedded newlines.

COMBINED FILE MODULE

Modue CFModue mntains routines that creae, add fil es to, and close mmbined fil es
and aroutine that extrads files from a wowmbined file. Threeroutines are used to crede a
combined file: CFCredeFil e which creaes anew combined file, CFAddTextFile which
adds atext fil e to the combined file, and CFCloseFil e which closes the combined file.
Routine CFSplitFil e splits a ambined file badk into its comporent files. All routine
names gart with the CF prefix to help prevent name dashes with routinesin ather
padkages. Both the PICM SSclient and serviceuse CFModue to creae the inpu and
output combined files and to extraad the fil es contained within them.
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