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Both grid and reon�gurable omputing are rapidly gaining in popularity. We are keenly in-terested in novel appliations that an exploit the synergies of these two rather omplementarytehnologies. A entral goal is to provide grid-aessible solutions to diverse ommunities of si-entists. Researhers having only desktop aess to the grid an thus solve large omputationalproblems, many of them one onsidered beyond reah, by alling on wide-area distributed om-puting resoures and advaned hardware platforms.2 The SInRG ProjetComputational grids are rapidly maturing within the sienti� ommunity [5℄. They have been asubjet of intense study in both the university setor and the national researh laboratories for sev-eral years. The reent announement of NSF's $53M Distributed Terasale Faility, however, seemsto have attrated more widespread attention. In response, strategi partnerships and ommitmentshave been formed by an assortment of vendors, inluding IBM, Intel, Sun Mirosystems and manyothers. Given its potential for providing an integrated, ollaborative researh environment, somehave even predited that an international grid will one day be the natural suessor to the worldwide web.A major projet underway here at Tennessee is the Salable Intraampus Researh Grid (SInRG)[3℄. SInRG is an NSF-sponsored e�ort that deploys an on-ampus infrastruture designed to mirrortehnologies and interdisiplinary ollaborations harateristi of those to be enountered in anational tehnology grid. Thus SInRG provides an organizational miroosm in whih key researhhallenges underlying grid-enhaned omputation an be addressed. A simpli�ed sketh of theSInRG topology is depited in Figure 1. Although SInRG ontains many links and swithes notshown here, its overall struture is tree-like as suggested by this �gure. At its leaves lie SInRG'sGrid Servie Clusters (GSCs), whih we use as basi grid building bloks. As urrently on�gured,four GSCs are designed to serve as speial-purpose lusters. Others are intended for general use inomputer siene appliations.
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Figure 1: An Overview of the SInRG Projet.A variety of pakages have been developed to help manage distributed omputing resoures.These inlude NetSolve [2℄, Condor [11℄, Globus [4℄, Legion [6℄, Harness [7℄ and others. In our2



work we have employed middleware from the NetSolve and Internet Bakplane Protool [1℄ pak-ages. NetSolve provides a versatile lient/agent/server system that unites and manages disparateomputational resoures. With it, users an remotely aess a variety of hardware platforms andsoftware omponents distributed aross a network. One of NetSolve's main tenets is that usersshould not be required to expend time and energy �nding available resoures. Thus, when givena omputational request, one of NetSolve's funtions is to searh for resoures, hoose those mostappropriate, use them to satisfy the request, and return the answers to the user. NetSolve inludesa number of other management funtions, inluding load balaning, fault tolerane and integrateddistributed storage, as well as seurity mehanisms suh as lient-to-server authentiation. The In-ternet Bakplane Protool provides aess mehanisms for remote omputation and storage. Amongits goals are standardization, interoperability and salability. It manages global memory sheduling,and uses a network's physial resoures to optimize data movement. This an result in a uniform,appliation-independent interfae to network storage, giving the user an opportunity to apitalizeon data loality and handle bu�er resoures more eÆiently.3 A Grid Servie Cluster for Advaned Mahine DesignThe number of omputational resoures in a GSC is arbitrary, as is the GSC's network topology.Inherent in this model is the assumption that the GSC has an owner, who may or may not haveany relationship to other grid owners and users. By joining the grid, the owner agrees that othergrid partiipants may use the owner's GSC via the system's middleware (in our ase, NetSolve). AGSC may be nothing more than a olletion of general-purpose ompute nodes. Alternately, it maybe geared to a partiular set of appliations and thus ontain graphis workstations or a varietyof other high-end devies. As examples, the Computational Eology GSC inludes a symmetrimulti-proessor and our GSC ontains reon�gurable hardware.A system augmented with reon�gurable tehnology an be a powerful omputational tool, andan often outperform onventional general-purpose omputers. This is partiularly evident whenan appliation is systoli in nature, or when it alls for limited-preision or bit-wise operations.FPGA-enhaned systems are evolving rapidly, for example, with the inorporation of on-boardRAM. At a fundamental level, however, the FPGA an be viewed mainly as a versatile olletionof vast numbers of on�gurable logi bloks (CLBs) with programmable onnetions [12℄.As with many other new omputing tehnologies, the hardware aspets alone have been theprimary fous of development. This has reated a orresponding need for algorithm design, supportsoftware and proess automation. We are espeially interested in applying our results to high-performane, grid-based environments with fast interonnets, CAD workstation lusters and PCsequipped with FPGAs. The aforementioned GSC of the SInRG projet is an exellent exampleof this type of platform. In a omputational grid, reon�gurable resoures suh as these an beextremely ompetitive with Appliation-Spei� Integrated Ciruits (ASICs), without an ASIC'sinherent drawbaks. For example, reon�gurable omponents (unlike ASICs) an be built witho�-the-shelf parts and an be shared by many appliations. Moreover, the FPGAs an be usedfor prototyping and other appliations, and an be reon�gured quikly to reet hanging needsaross the grid. Thus the enormous bene�ts of hardware aeleration are ahieved, but in a mannerthat an be dynamially refoused and �ne-tuned to eah new problem.Our GSC urrently omprises Xilinx Virtex parts. With it we an reon�gure either an entireFPGA or mere FPGA setions on demand. This degree of exibility an sometimes be a great3



asset, beause partial reon�guration typially takes only a fratrion of the time needed for fullreon�guration. Furthermore, we are in the proess of supplementing our GSC with Pilhard boards[10℄, in whih an FPGA is plugged diretly into a PC's memory slot. See Figure 2. We antipatethat this platform will yield lower ost, higher bandwidth, and a simpli�ed interfae.
�������������
�������������
�������������
�������������

�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�

�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�

����
����
����
����

����������������

��������
��������
��������
��������

  

CAD WORKSTATIONS
12 UNIX-BASED

HIGH SPEED
    SWITCH

FPGA

FPGA

FPGA

8 DUAL-BOOT PCs

LINK TO REST OF GRID

Figure 2: A Grid Servie Cluster with Reon�gurable Hardware.4 Aess MehanismsAlthough muh progress has been made in hardware speed, ost and eÆieny, the onomitantneed for software support has not been well satis�ed. Yet suh support is sorely required if theuser need no longer be a CAD expert to bene�t from aeleration via reon�gurable hardware.To meet this requirement, we have employed the NetSolve middleware as an interfae to ease theuse of FPGAs. In partiular, we have adopted one of NetSolve's resoure sharing mehanisms, theProblem Desription File (PDF). A PDF is a template that itemizes the relevant I/O spei�ations,libraries and so forth needed to pass parameters and exeute programs on a partiular grid element.It requires only a ouple of dozen lines of ode. Working PDFs and details on their design an befound in [9℄.We illustrate the utility of the PDF with an example, the Fast Fourier Transform (FFT). OurGSC, like many others, has in residene eÆient software versions of the FFT. These are easy toinstall, and generally written in C or FORTRAN. One ompiled, they are of ourse run on aCPU. Unlike other GSCs, however, we also have in residene an aelerated version of the FFTthat uses FPGAs to speed the omputation. Installing the aelerated version requires a bit moree�ort. First, ode written in VHDL or some other hardware desription language is needed. Thisode then goes through a synthesis proess, whereby the appliation is mapped onto the FPGAhardware. The result is a on�guration �le that, when loaded onto the FPGA, de�nes how itsCLBs should be set so that the desired funtionality is realized.Users with aounts inside our GSC may of ourse aess either FFT without the aid of Net-Solve. Suppose now that a user elsewhere wishes to determine, say, what gain if any is ahievableby exeuting a hardware FFT. As SInRG is urrently on�gured, our GSC is the grid's only om-putational resoure with the ability to satisfy the user's need. The user need not neessarily know4



this, naturally, but by what proess an he or she seamlessly take advantage of our reon�gurableimplementation? We have resolved this question by providing NetSolve with two PDFs, one for oneof our software FFTs, and one for our hardware FFT. Thus, when a remote user requests an FFTfrom NetSolve, one of two ations is taken. If the request spei�es a software FFT, then NetSolvesearhes the grid for an available omputational node that is appropriately on�gured, that is, onewith a resident software FFT whose PDF has already been furnished to NetSolve. This elementmay be in our GSC or elsewhere. On the other hand, if the request spei�es an aelerated FFT,then NetSolve has the information to determine that under urrent onditions our GSC is the onlysite of hoie. Aordingly, NetSolve will selet our GSC and diret that we run the hardwareimplementation for the user.By having multiple FFTs at hand, we provide a measure of robustness, exibility and redun-dany. Moreover, we make available an environment onduive to experimentation and testing.For example, how large must an input �le be before one FFT is superior to another? The answerto this question may vary from user to user, and an depend on a number of fators inludingommuniation bandwidth limitations, middleware overhead and relative proessor speeds. Thus,in this situation, the user may wish to experiment with an assortment of test data sets to determinethe threshold at whih a loal FFT (if one is available) is outpaed by a NetSolve software FFTand when, in turn, a NetSolve software FFT is outpaed by a NetSolve hardware FFT.5 Diretions for Ongoing ResearhWe ontinue to investigate tehniques for exploiting speial-purpose hardware in the ontext ofhigh-performane omputational grids. In general, the use of something akin to a grid servieluster augmented with reon�gurable tehnology appears to be an attrative approah.Aess tehniques are less well understood. The NetSolve model seems promising as long as theuser needs only to pass I/O parameters and is satis�ed with solutions already in residene at somesite(s) on the grid. In suh a setting, the simple PDF suÆes. If ode is to be passed, however,then a di�erent model (e.g., Condor) will probably be required. It is easy to see how ode passingmay make sense for software solutions. On the other hand, it is muh less lear how it an be usedto ahieve hardware aeleration. This is beause VHDL, on�guration �les and the like are ingeneral muh more arhiteture dependent than, say, C ode.Timing issues are also in need of study. For example, when should a on�guration �le be loaded?Ideally, an FPGA should be programmed in advane, that is, preloaded with the proper bitmapbefore it is alled upon to exeute. Otherwise, the on�guration time an dwarf the exeution timeunless the data set to be operated upon is genuinely huge. Can suh preloading be ahieved withsome form of pipelining? Are analogs of well-known memory paging methods (e.g., the LRU rule)reasonable? Furthermore, in addition to loading an initial on�guration �le, one may have to faethe problem of dynami reon�guration as appliation environments hange in real time.Partitioning is another problem of signi�ane. This an be required, for example, when anappliation is too large to �t onto a single FPGA. We have looked at this problem before [8, 13℄,but new platforms suh as the Pilhard system dramatially hange the standard view of multi-FPGA topologies, and thus may require radially new partitioning strategies.Finally, what is a proper means of benhmarking hardware-enhaned lusters? With NetSolve,for example, a series of LINPACK-style benhmarks are provided. Although these are exemplarytools for gauging the relative performane of platforms running software appliations, they do not5



appear to be the right type of metri for evaluating the e�etiveness of hardware aeleration arossthe grid.In summary, we believe that the timely onuene of reon�gurble and grid tehnologies givesrise to both opportunities and hallenges. We are enthusiasti about the possibilities opened up bythis work, and envision that FPGA-based systems have the potential to play a pivotal role in thelong-range suess of the grid omputing paradigm.Referenes[1℄ M. Bek. The Internet Bakplane Protool. See http://il.s.utk.edu/ibp.[2℄ J. Dongarra. NetSolve. See http://il.s.utk.edu/netsolve.[3℄ J. Dongarra, M. W. Berry, M. Bek, J. Gregor, M. A. Langston, T. Moore, J. S. Plank,P. Raghavan, M. G. Thomason, R. C. Ward, and R. M. Wolski. SInRG, a Salable IntraampusResearh Grid. See http://www.s.utk.edu/sinrg.[4℄ I. Foster and C. Kesselman. The globus projet. See http://www.globus.org/.[5℄ I. Foster and C. Kesselman. The Grid: Blueprint for a New Computing Infrastruture. Har-ourt, 1998.[6℄ J. Frenh, A. Grimshaw, M. Humphrey, and W. Wulf. Legion, a worldwide virtual omputer.See http://legion.virginia.edu/.[7℄ A. G. Geist. The harness parallel virtual mahine projet. Seehttp://www.sm.ornl.gov/harness/.[8℄ M. T. Jones, M. A. Langston, and Padma Raghavan. Tools for mapping appliations to CCMs.In International Conferene on Con�gurable Computing Tehnology and Appliations, 1998.[9℄ J. M. Lehrter. On a Grid-Based Interfae to a Speial-Purpose Hardware Cluster. M.S. Thesis,University of Tennessee, 2002.[10℄ P. H. W. Leong, M. P. Leong, O. Y. H. Cheung, T. Tung, C. M. Kwok, M. Y. Wong, andK. H. Lee. Pilhard { a reon�gurable omputing platform with memory slot interfae. InIEEE Symposium on Field-Programmable Computing Mahines, 2001.[11℄ M. Livny and M. Solomon. Condor, high throughput omputing. Seehttp://www.s.wis.edu/ondor/.[12℄ R. Murgai, Y. Nishizaki, N. Shenoy, R. K. Brayton, and A. Sangiovanni-Vinentelli. Logisynthesis for programmable gate arrays. In ACM/IEEE Design Automation Conferene, 1990.[13℄ S. Ong, N. Kerkiz, B. Srijanto, C. Tan, M. A. Langston, D. F. Newport, and D. W. Bouldin.Automati mapping of multiple appliations to multiple adaptive omputing systems. In IEEESymposium on Field-Programmable Custom Computing Mahines, 2001.6


