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Abstract

In this report, a number of mechanisms and comiouiat applications using DNA
nanotechnology are presented. A brief biologicatkground is given to introduce
several operations on DNA. Following the backgebumformation is a discussion of
three DNA-based technologies: DNA computing, DNAngjs, and DNA machines.
The advantages of DNA computing are discussedefisaw the use of DNA computing
in solving a classic graph routing problem. Exagspbf computation using DNA
tilings are presented, including a binary counted XOR cellular automata. DNA
machines such as tweezers, gears and wheels, dkRdrsvare also discussed and
illustrated. A brief discussion of issues and Erajes for all three types of DNA
nanotechnology also appears. In addition, sevemhparisons of DNA-based
technology to conventional silicon-based technolagygiven.

This report may be used for any non-profit pugppsovided that the source is credited.



1 Introduction

DNA nanotechnology is a current area of researcbrgsbomputing and technology is applied at
the molecular level, as opposed to the level oieational electronic computers. The field of
DNA-based computers was born in 1994, when LeoAdidman used DNA to solve a simple
version of a classic graph routing problem. Comesal silicon chips may likely reach a limit

in terms of speed and miniaturization. In ordead¢bieve even faster speeds and smaller sizes, a
new technology will need to be developed. A biscloal solution of DNA molecules and
enzymes could be embedded into future computescH)NA-based computing technologies
have potential use in a wide variety of applicasiancluding computation, nanofabrication,
nanoelectronics, nanorobotics, and nanomechangs@tes. This paper gives a brief overview
of several approaches to DNA-based nanotechnodiyx computing, self-assembly of DNA
tilings, and DNA-based machines.

2 Biological Background

While reading James Watson’s book “Molecular Bigiag the Gene” [15], Adleman realized
that computers and living cells store informatioraisimilar way. Computers store data as
strings of Os and 1s, whereas cells store infoondor the development and functioning of an
organism as chains of the code letters A, T, C,@ndEach of the four base letters represents a
nucleotide, which is composed of a nitrogenous Jasegar, and a phosphate group.
Nucleotides are chained together to form strand3MA. Two single strands of DNA can be
formed into a double strand by matching complemgriase pairs. The bases Aand T are
complements, as are C and G. Thus, an A nucleotidme strand will bond with a T nucleotide
on the other strand, and similar for C and G. Aaneple illustrating DNA base pairings is given
in Figure 1.

CTTAGCGGT TCCG

HRERENEEEERI.
GAATCGCCATT TAGGC

Figure 1. DNA base pairings.

DNA strands are manipulated by various biocatalyated enzymes. DNA strands are joined
together through a process known as ligation, wisdatalyzed by a ligase enzyme. Ligation is
often used for repair and replication. The straam@sjoined by hybridizing complementary base
pairs. Figure 2 illustrates the ligation process.



AGTCTGATCTGACT GATGCGTATGCTAGTCCT

TC ALACTAGACTEACTACG CATACGATCACCGA
Before ligation
AGTCTGATCTGACTGAT(IJCG1 ATGCTAGTGCT

TC AL.ACTAGACTGACTACGC,&TACGATLACLA
After ligation

Figure 2. DNA ligation [22].

Polymerase enzymes are used to copy a DNA straadegment of a DNA strand for
amplification. In the process of cleavage, a DNrargd is cut by using a restriction enzyme.
These enzymes do not cut a DNA strand at any ptateer, they must bind with a certain
sequence of base pairs. The strands are sepasatisconnecting the chemical bonds of
complementary base pairs. Cutting a strand of @Ré&n results in a sticky end, which is a
series of unpaired nucleotides at the end of a BN&nd. Sticky ends control how DNA strands
are joined together. Figure 3 shows how a DNAnstiia cut by a restriction enzyme.

gu[AATTC

Figure 3. Restriction (cleavage) of DNA [22].

A series of operations such as joining, copyingl eutting are performed on DNA strands by
enzymes to carry out the process of computationexhanical function. The processes of
ligation and cleavage are used in applications ssddNA walking devices, in which the feet of
a walking structure bind and unbind to a track thatdevice walks along. The operation of the
DNA walker models the functioning of the proteimé&sin. Kinesin is a motor protein that
transports substances in a cell (such as chromasonezll organelles) by walking
unidirectionally along a microtubule track, as shaw Figure 4. The walking process is driven
by the hydrolysis of ATP, which is a molecule teapplies energy to be used in metabolism.

Figure 4. Kinesin attached to a microtubule track [22].

The idea is to design molecular processes sucliNa#sddmputation so that they are truly
autonomous. It is desired to simply create a chahsiolution consisting of the necessary DNA
strands and enzymes and then allow the reactioosciar sequentially on their own, without any
need for external intervention.



More information about biochemical concepts relaeeBDNA nanotechnology can be found in
the Appendix.

3 DNA Computing

In 1994, Leonard Adleman [1] successfully impleneenthe first molecular computation, in
which he solved a seven city Traveling SalesmamblEno using DNA. The experiment was
inspired by James Watson’s book “Molecular Biolafyhe Gene” [15]. Three years later,
DNA logic gates were developed. These logic gdétsct certain DNA strands as input, and
join them together to form a single output. DNAlewules offer compact storage and
miniaturization well beyond that of conventionahgauters, and DNA computing is able to
exploit a massive level of parallelism unattaindbfecurrent computer technology.

3.1 Advantages of DNA-Based Computers over SilineBased Computers

Massive parallelism Instead of working on one DNA molecule at a timezymes in the
solution can work on numerous DNA molecules in palravhich could theoretically result in

10 trillion calculations performed simultaneousBven though the asymptotic complexity of an
algorithm would not be reduced, because of thenpiaieparallelism, DNA computing
technigues may be able to solve complex mathenhatioblems within hours, whereas it would
likely take hundreds of years for current electramputers to solve the same problem. While
the fastest current supercomputers can process @28its in 1000 seconds, in theory, a test
tube of DNA molecules could process-4bits in 1000 seconds [5].

Compact storage Because of the molecular size of DNA, DNA compsiteould be able to

store billions of times more data than conventiamhputers. One pound of DNA can store
more information than all of the electronic compsitever built [3]. The data density of DNA is
over 1 million Gbits per square inch, whereas & lpgrformance hard drive can hold 7 Gbits per
square inch [13]. To put this in perspective, dngrof DNA the size of a half-inch sugar cube
could store as much information as a trillion CR%][

Miniaturization : DNA computers can be many times smaller than enhonal computers.
More than 10 trillion DNA molecules can fit into anea no more than one cubic centimeter [3].

Less energy required Adleman’s experiment achieved a rate of 2*iperations per joule.
The theoretical limit as determined by the secamddf thermodynamics is 34*tboperations
per joule. Modern supercomputers are able to sehierate of 1Doperations per joule [12].

Manufacture of biochips is cleaner Toxic substances are used to produce conventsiicin
chips [3].

Constant supply of DNA Provided that there are living cellular organisthere will always be
a supply of DNA available [3].



Cheaper resource Since there is a large supply of DNA, raw materiar producing biochips
are cheaper [3].

3.2 Biological Operations

Various operations can be performed on DNA straadsi\plement computational algorithms, as
given below [5, 6].

Extract: Extract strands of DNA containing a specific matlde sequence and separate them
from the rest of the strands

Merge: Combine two tubes of solution without changing ardividual DNA strands

Discard: Discard the tube

Amplify : Make copies of DNA strands or sections of strands

Anneal: Let single DNA strands join to form double strand

Cut: Use a restriction enzyme to cut a DNA strand

Join: Join DNA strands together

Append: Elongate a DNA strand by adding a short strartd @s end

Append head Same as Append, except add the short strane toeginning instead of the end
Length: Separate the DNA strands by length

Detect Determine if a tube contains a DNA molecule or no

Read Give a description of a specific molecule

3.3 Adleman’s Traveling Salesman Experiment
3.3.1 Problem
Given a set of cities and paths between citied, dimoute that begins in the starting city, ends in

the destination city, and visits all the cities ékaonce. Figure 5 gives a pictorial view of the
problem.
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Figure 5. Graph of paths between cities [9].
3.3.2 Algorithm [1, 13]
1. Generate random paths through the graph
Each vertex (city) and edge (path) is encoded usiB§A strand that is 20 nucleotides long.

The strands for the vertices are chosen randotyedge strand is chosen so that the first 10
nucleotides are the complement of the last 10 otides of vertex 1, and the last 10 nucleotides



are the complement of the first 10 nucleotidesestex 2. This is shown in the example in
Figure 6. For simplicity, assume the two cities ancoded with 10 nucleotides rather than 20.
Suppose Knoxville TN is encoded as ACCTTGAAGC arsthéville NC is encoded as
GTAGCCCATA. Then the edge between Knoxville andhéslle will be encoded as
CTTCGCATCG.

CTTCGCATCG
T Y O I
CCTTG GC GTAGCCCAT
Knoxville Asheville

Figure 6. DNA encoding of vertices and edges.

The length of the strands must be long enoughaoetdch will uniquely encode a vertex and so
that no two vertices share a long subsequence.

2. Only keep paths that begin with the start vertexand end with the destination vertex

In this step, the DNA sections that start and eriild the appropriate vertices are copied and
amplified using a process called polymerase cleaction (PCR). Primers that are
complementary to the start and end vertices ar@ tesmark each end of the strand section to be
copied.

3. Only keep paths with exactlyn vertices, wheren is the number of vertices in the graph

The idea of this step is to sort the DNA strandshayr length, and select the strands that
correspond to the correct number of vertices. dhegue called gel electrophoresis is used,
where DNA strands are forced through a gel at diffespeeds, depending on the length of the
strands. The result is a series of DNA bands,thedband corresponding to the length of interest
can be isolated. Figure 7 shows the result oébpgitrophoresis, where the lengths of the DNA
strands are in terms of the number of base pairs.

600 bp

400 bp

200 bp
100 bp
50 bp

Figure 7. Lengths of DNA strands as given by gel electrophis [13].



4. Only keep paths that go through each vertex aeast once

The strategy is to look up each vertex in a DNAmd For each vertex, a bead corresponding to
the complement of that vertex will attach to theMstrand if the strand contains that vertex.
Each time a vertex is found in the strand, thenstia filtered out. The strands that remain are
the strands containing all of the vertices. FigRishows an example of applying this technique.
A bead corresponding to the complement of New Yankls with the DNA strand representing
New York, indicating that New York is in the pathaities.

[Los Angeles]| Chicage || Dallas || Mew York |
| LAtoCh || ChtoDa || Dato NY | )

i

("hybridized DNA ) Magnetic bead

Figure 8. Finding a vertex in a path [13].

5. If any DNA strands remain, then there is a solubn path

To readout the sequence of vertices in the pagraduated PCR method is used. Primers for the
starting vertex and for each of the other vertiogsirn are attached to the proper locations on
the DNA strand. In this way, the length of the DNéction can be measured, and this length
indicates the position of the vertex in the pattusace.

3.3.3 Analysis

Although Adleman’s technique successfully compubexisolution to the Traveling Salesman
Problem, it required seven days of lab work to wbtlae solution. Human intervention was
required between each step. All of the possiblge®through the graph could be generated
within seconds, but days were required to narrowrdthe possibilities. In theory, using
automated techniques would significantly reducetithe required to solve the problem.

According to [6], an algorithm is rated by the nuianbf biological steps required, and the
number of DNA strands used. The length of thensisas typically linear in the problem size,
while the number of strands is exponential. Im®pf practicality, 18 (2°) is an upper bound
on the number of DNA strands that an algorithm usa

Another issue concerning algorithms using DNA & é¢inror rate. DNA molecules are fragile,
and enzymes occasionally make mistakes in copyimgithng strands. It is possible for correct
paths to not bind together and also for incorrethg to bind together, thus forming
pseudopaths. Possible remedies are to implem&tesamplification or separation techniques.



3.4 Applications

Graph and routing algorithms. In addition to the Traveling Salesman Problemthods have
been proposed for solving the clique problem, graglbring problems, the independent set
problem, and other graph and set problems.

Boolean Satisfiability. The general problem states: given a logical esgpo@, find a truth
assignment for the variables to satisfy the expras# 4-SAT version of the problem has been
solved [7] by encoding all possible assignmenta @b surface and using restriction enzymes to
remove assignments that do not satisfy the expnesghdleman and colleagues were able to
solve a 20-SAT problem [4] using automated geltedptioresis to separate the strands that
satisfy the expression. One practical applicatibthese methods may be for executing Boolean
retrieval queries into a genome database [10]. ektent of using DNA to solve satisfiability
problems is limited by the number of DNA strandguieed. A possible upper limit may be 70-
80 Boolean variables [10].

Cryptography. The security of the RSA public-key cryptosystespehds on the difficulty of
factoring a product of two large prime numbers.tihes are proposed in [5] for a DNA-based
parallel subtractor, parallel comparator, and palredodular arithmetic.

Medical applications. Eventually, DNA computing algorithms could be dig@ numerous
medical applications such as diagnosis and tredtofafisease, maintaining the health of
astronauts on deep-space voyages, and providiegex inderstanding of the organization and
functioning of the human brain.

3.5 Issues and Challenges

There are several challenges that face researichigrs field of DNA computing that must be
considered before algorithms using DNA moleculeslmecome practical.

Error rate : Computations using DNA are prone to errors dudb¢dragile nature of DNA
molecules, enzymes making errors in copying, cgitamd inserting nucleotides, and damage
from radiation. By using the fact that each nutteoof a DNA strand has a complement
nucleotide, one possible scheme for handling ecoutd be to use a type of redundancy similar
to RAID 1 technology, in which redundant disks ased for recovering lost data.

Automation: One major drawback is that an individual biol@jicperation performs quite
slowly. Implementing the biological steps so tiegty are automated may have a significant
impact on the speed of the computation proces& oplerations would also be less labor
intensive since there would be no need for humtemantion during and between steps.
Automated techniques could possibly employ seléaddy of DNA strands, or involve a
solution containing the required restriction enzgraad ligases that could execute their
functions on their own, without any need for exédstimulation.



Number of DNA strands required: Oftentimes, the number of DNA strands in a corapan
grows exponentially with the problem size. Beyanckrtain point, the computation may require
too many strands to be considered practical.

DNA molecules used in a computation are specializedifferent types of problems will
require different encodings of input into the DNi#asids. Thus, the same DNA strands cannot
be reused in later computations.

What other biological operations are possibf@ There may possibly be other operations not
described above that could operate on DNA molecuReshaps different types of operations or
combinations of existing operations could lead trerefficient algorithms in terms of speed and
the amount of DNA required.

4 DNA Tilings and Self-Assembly

Self-assembly of DNA molecules is potentially apable in many areas of nanotechnology,
including fabrication of nanostructures, nanoelaats, nanorobotics, and autonomous
nanomachines. DNA self-assembly could also be tspdrform computation since the tiling
process theoretically simulates operations of angumachine. Combinatorial search problems
such as the Hamiltonian Path Problem and the SAblem could be solved in this manner,
however, error rates and low speed of computahditate that DNA self-assembly shows more
promise in material science than in computatianpdrticular, self-assembly of DNA may prove
to be the most useful in nanoelectronics, espgaaiice DNA has the advantages of
miniaturization and precision over current silidoased technologies.

4.1 DNA Tile Structures

A tiling is an arrangement of shapes that fit tbgetperfectly in the infinite plane, similar to the
way the pieces of a jigsaw puzzle interlock. Numnerconfigurations of DNA tiles have been
constructed, including crosses, hairpins, wire-earabes, octahedrons, figure 8s, rings,
triangles, and double crossover structures (DX).[These tiles can assemble into a 2D grid-
like lattice, which can then be used as a nanaitioccuo perform computation. Figure 9 shows
the DNA cross and DX structures.
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Figure 9. DNA cross (left) [18] and DX (right) [8] structes.



Structures such as nanoribbons and 2D nanogridbecased as a framework for the
organization and layout of nanowires and electmnii barcode lattice representing a bit pattern
uses DX DNA tiles bonded to a scaffold DNA stradtile with a stem loop represents a 1
while a 0 is denoted by a tile without a stem I§t®]. A schematic drawing of the barcode
lattice appears in Figure 10.

0 ! I 0 I
Figure 10. DNA barcode lattice [19].

4.2 Computing with Tiles

To illustrate the structure of a lattice formeddvbitrary tiles, consider Figure 11. The lattice
shown here consists of two types of tiles, A andTBe shape of each type of tile determines
how the tiles are pieced together and thus thepatf the lattice structure. Each tile considts o
four binding regions: upper left, lower left, uppgght, and lower right. Changing the
configuration of these regions will change the \regytiles fit together. The lattice
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Figure 11 A lattice formed from two types of tiles [16].

pattern and tile configurations define the typeafhputation that is performed. The four
binding regions of a tile consist of sticky end @eaces of a double crossover DNA strand. An
example of binding regions with sticky ends is dé&gd in Figure 12. The two DNA molecules
shown here correspond to the A and B tiles of Fdlir. For instance, the upper right region of
the A molecule (CATAC) is the complement of the édeft region of the B molecule
(GTATG), hence, these regions of the two moleculésbind.
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Figure 12 Sticky end configuration of A and B tiles [16].

Another example of computing with DNA tiles is givin Figure 13. The bottom row of tiles
represents the set of input values into the sysféhe program tiles at the very top of the figure
resemble operations or rules of the computatidme files are then assembled according to the
appropriate bindings, and the tiling process evahtuesults in the output sequence, which is
shown as the top row of the lattice. It is possiblat there may be several different valid tilings
These multiple possibilities could generate a comatairial library of tilings [16], each of which
can be worked on simultaneously, thus exploitirggghrallelism available to DNA computing.

T imw RS

preassembled [T
mpt

Figure 13 Structure of lattice used for computation [16].
4.3 Binary Counter Example

A binary counter implementation using DNA tilestsown in Figure 14. The bottom row
represents the first number, and each successivenrtine upward direction encodes the binary
number representing the next natural number. dttied begins with a seed tile in the lower
right corner, and continues with anchor tiles gnaod to the left of the seed tile. The lattice
grows upward and to the left to carry out the counprocess. The top and bottom portions of
each tile determine whether that tile represet®al, and the left and right sides of a tile
handle rollover from the previous bit. Rolloverm@sponds to a change in place value for
decimal numbers, in which a 9 changes to a 0 aaditiit in the next place to the left is
increased by one. If the right edge of a tile caties rollover, then the tile will contain the
opposite value of the bit in the tile below. I&tlk is no rollover from the right edge, then the ti

11



keeps the same bit value as the tile below. Maafyhe pattern of the edges of the rule tiles
will allow different mathematical operations to erformed. In this way, the tiling process is
Turing universal.

H? ) bit=0
o —~ bit=1
(o (3 ol
ke no rollover
I
é é é S| 4 rollover

rﬁbﬂ
:1::;:?1?;&
LS EENERED

Figure 14. Binary counter implementation using tiles [16].

4.4 XOR Cellular Automaton Example

A tiling scheme that implements an XOR cellularcanidton is depicted in Figure 15. The
arrangement of the tiles constructs the Sierpitigkngle fractal pattern, which is shown in the
upper right corner of the figure. In Section At time steps are shown, with time beginning
on the bottom row. Odd and even rows are inteddand the arrows represent the propagation
of information from one step to the next. Sectbdepicts the structure of the individual tiles
and illustrates how they are pieced together. Bdteom corners of the tile represent the inputs
andy, while the output is represented by the upper corners of the Tilee XOR equation is
given byz=x[y. Section C of the figure shows the four differane tiles that represent the
four combinations of input values ferandy along with their output value:[00=0, 11 1=0,

00 1=1, and 11 0=1. Rounded portions of the tiles denote a O,redmerectangular notched
regions represent a 1. Tiles with an output valu@ are shown in gray, while tiles having an
output value of 1 are shown in white. The bottoratmow of the lattice structure (in blue)
represents the initial conditions for the compuwiati The red asterisks below this initial row
denote a binding region of 1, as indicated by théenile connected to this position in the
bottom initial row. All other sites on the initiedw indicate binding regions of 0. Section D
shows a tiling that is free of errors, and in Setk, the displayed tiling contains four tile
mismatch errors, as indicated by the four tileskadmwith an X.

12
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Figure 15 XOR cellular automaton implementation using DNI&Ast [11].

4.5 Issues and Questions

There are several issues that must be consideferklszlf-assembly using DNA tilings can be
applied in practice. One major concern is thatrenates from 1 to 10% per step have been
observed [17]. Due to defects in tiles, the lagibecome slightly distorted, thus contributing to
higher error rates. One possible method of reduemors that has been proposed is the design
and application of error-correcting tiles. Anotlsue is the undesired nucleation that often
results from the tiling process. Nucleation ocamh&n molecules bind anywhere they match,
even if the bond is relatively weak, or a regiotygrartially matches. The result is that tiles are
not assembled properly, thus causing incorrectugi@ct of the computation process. A third
issue concerns the fact that linear self-assensldigcidable, meaning that only simple
computations can be performed. More interestingmaations require the use of two or three
dimensional lattices, since tiling problems of theémensions have been proven to be
undecidable, and thus able to simulate computatsamg a Turing Machine.

An open problem in the field is the design and woeeof 3D arrays of DNA tiles. The
implementation of these structures would allowrfamre interesting and efficient computation.
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Other open questions include: what kinds of shapespatterns can be assembled using DNA
tiles, and how quickly can these patterns be asksehib7].

5 DNA Machines

The properties of DNA allow for the creation of mallar devices that perform machine-like
functions and act as walkers, sensors, and mototducing chemical substances such as
enzymes will trigger the DNA strands to rearrartggrichemical bonds and undergo structural
changes, which will allow the devices to functiamaachines. Such machines have many
applications in nanorobotics and the fabricatiomarfiostructures.

5.1 DNA Tweezers

DNA tweezers could be used in artificial limbs @ihorobots for grasping or holding objects.
One possible configuration of tweezers containsdaable-stranded DNA structures joined by a
single-stranded piece of DNA, as shown in Figure Aiocatalyst binds with the single strand,
which forces the tweezers structure to open. Tiglesstrand is then cut by the catalyst and the
tweezers returns to its closed state. In the poesef substrate DNA strands and a biocatalyst,
the tweezers can alternate between its open asddkiates.

hvlS
Figure 16. DNA tweezers [2].

5.2 DNA Gears and Wheels

DNA gears have potential use in nanostructures asagumps or wheeled vehicles. A gear
consists of a circular DNA structure and motioadbkieved by two of these structures rotating
against one another. DNA-based gears are showigume 17. Each structure contains sticky
ends around the wheel that bind with complemergtacky ends of another wheel. The
sequential connection and disconnection of theskyseénds results in rotational motion.

14



Figure 17. DNA gears [2].

5.3 DNA Walkers

Perhaps the most intriguing nanomachine is a DNKiwg device that could be used for
transporting nanosubstances or performing compuntati he operation of the walker is modeled
after the functioning of proteins such as myosid kimesin. Myosin is responsible for
contracting muscles, and kinesin transports anceglaroteins and organelles within a cell.

The DNA walker moves along a nucleic acid track step at a time. The track consists of
double-stranded DNA and contains single-strandethfids protruding from the surface. A
schematic diagram of a DNA walker appears in Figige The walker attaches to the end of
foothold A by attaching to complementary sticky nd\ ligase enzyme then causes footholds A
and B to hybridize, forming the A-B complex. Byting to a recognition site, a restriction
enzyme cuts this complex, which results in the embeing attached to foothold B. Another
process of ligation joins footholds B and C intB-& complex. A second restriction enzyme
cleaves the B-C complex, which results in the wa#iteaching to foothold C, thus completing
one cycle of the walking process.

The ligation and cleavage processes occur in sugdyahat backward motion of the walker is
prevented, as explained in [20]. When the walket from a foothold by an endonuclease, the
sticky ends of both the walker and the footholddranged. The sticky end of the walker is
complementary to that of the foothold immediatdigad of the walker, but not complementary
to that of the foothold directly behind the walkdrmus, the walker can only be ligated with the
foothold directly in front of it, and not with thane directly behind it. This arrangement of
complementary sticky ends guarantees the unidinegtimotion of the walker.

The walker is also autonomous, in that once theegenzymes are present, the walking process
occurs spontaneously, without any need for extemeitvention. The ligation and cleavage
process described above will occur even when almes are simultaneously present. One goal
in applying this process is to devise a machinettias as input a set of instructions for
designing a device, and produces as output adistfiitdoNA sequences that will assemble into

the desired device [14].
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Figure 18 DNA walker [2].

There are several functions of DNA walking devittest are still scientific goals. A few of them
are discussed briefly below [2].

1. Allowing for multiple rounds of walking . In the example given above, the walker started o
foothold A, moved to foothold B, and subsequentlyoothold C. Enabling the walker to move
an indefinite amount of steps is a necessary goatder for DNA walkers to be practical.

2. Transferring a walker to another track. This ability will allow a walking device to move
along a different path that branches from the gdthd previously been walking along. In this
way, the walker will be able to navigate througbeaes of different pathways.

3. Designing walkers with the ability to choose a patlor direction based on external
triggers. The walker would be able to make a decision déjpg on factors such as light, heat,
chemical composition of the environment, or thespnee of a substance, such as a toxin.

4. Multiple walkers following in one another’s footstgs. Functionality of this type would be

employed in nano assembly lines, which consistsgguence of walkers each transporting one
nanoparticle at a time.
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6 Conclusions

While the field of DNA nanotechnology in still itsiinfancy, recent breakthroughs have shown
that DNA-based technology is promising, and itasgble that DNA computers could begin to
replace silicon-based computers in the next decddieh DNA computers, unprecedented levels
of massive parallelism, compact storage, miniaaion, and speed of computation could be
achieved. The development of areas such as nargzfabn and DNA computing has the
potential to take applications such as space exgpbor and the use of medical devices to a whole
new level of sophistication.
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Appendix — Biochemical Terminology Relevant to DNA
Nanotechnology [22]

ATP (adenosine triphosphate): A nucleotide that transports chemical energyvimdj cells to
be used for metabolism. It is produced as eneugyngd photosynthesis and cellular respiration.
It is also used in replication, synthesis, anddcaiption of DNA.

base pairs: Two nucleotides each on a complementary DNA dtthat are connected by a
hydrogen bond. The base pairings of DNA are A-T @rG.

chromosome: A very long piece of DNA that contains genetiformation.

cleavage: A division, separation, or breaking of chemicahtls. Also known as restriction.
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crossover region: An area where a DNA strand is split and whererah piece is exchanged
with that of another DNA strand. Thus, a crossaegion is involved in genetic recombination.

dehybridization: Separation of two complementary strands of DNA.

DNA: A nucleic acid that contains genetic informatéomd instructions for the development and
functioning of an organism, and the constructiosahponents of a cell.

DNAzyme: A DNA molecule that acts as an enzyme.
duplex: A double stranded molecule of DNA or RNA.
endonucleaseAn enzyme that cleaves bonds of molecules.
enzyme: A protein catalyst that accelerates a chemicadtien.

G-quadruplex: A type of DNA structure consisting of four stramairanged in a square of G’s
and stabilized by hydrogen bonds.

hairpin: A short stem loop in a single-stranded DNA moleclA place where two regions of
the same molecule form a double helix that endsinnpaired loop.

hybridization: Joining of two complementary strands of DNA.

hydrolysis: A chemical process where two molecular componarggoined together and a
molecule of water is produced.

kinesin: A motor protein that transports substances ielldby walking unidirectionally along a
microtubule track. The walking process is drivgnAT P hydrolysis. The protein may be
transporting chromosomes or cell organelles (ssamitochondria).

ligase: An enzyme used to catalyze the process of ligatio

ligation: The linking of DNA strands for repair or replicat.

nucleic acid: A macromolecule composed of chains of nucleotilascarries genetic
information. The most common examples are DNA RNGA.

nucleotides: The building blocks of nucleic acids. They apenposed of three components: a
base, a sugar, and a phosphate group.

oligonucleotide: Short sequences of nucleotides used for detectingplementary DNA or
RNA strands.
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pH: An numerical indication of how acidic or basitk@ine) a solution is. On a scale from 0

to 14, 0 is the most acidic and 14 is the mostda&cidic substances (those with a low pH)
include battery acid and citric acid and basic safses (those with a high pH) include ammonia
and bleach. Water (pH 7) is considered neutral.

polymerase: An enzyme that catalyzes the replication andstaption of DNA or RNA.
recognition site: A place where an enzyme can bind in order tdyzgaa chemical reaction.
restriction endonuclease: An enzyme used for cutting double stranded DNAetes.

RNA: A nucleic acid that is a messenger between DNAtha ribosome of the cell, which is
where proteins are built from amino acids. Theegierinformation from the DNA molecule is
passed on to the RNA molecule, which is then tedadlinto proteins.

stem structure: A type of DNA structure where a short strand (9teffDNA protrudes from a
longer strand.

sticky ends: Unpaired nucleotides at the end of a DNA molec#iso referred to as a single-
strand overhang. Sticky ends are often createzhdgnucleases after they cut a DNA strand.

substrate: A molecule that an enzyme acts on.
transcription: The translation of DNA into proteins. The DNAfiist transcribed into an

intermediate molecule known as RNA, which then ukegyenetic information encoded in DNA
to form proteins.
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