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Preface
The AimsThis report is a snapshot of the state of supercomputer installations in theworld. It is based on the Top500 list that was published in November 1996 andincludes trends from the previous lists from June 1993 till November 1996.Statistics on high-performance computers are of major interest to manufac-turers, users, potential users, and decision makers in universities, government,and industry. These people wish to know not only the number of systemsinstalled, but also the locations of the various supercomputers within the high-performance computing community, and the applications for which a computersystem is used. Such statistics provide a better understanding of the high-performance market and can facilitate the exchange of data and software.In the past, various system counts of the major vector computer manufac-turers by continents and countries have been published. Such records haveseveral limitations, however. The data was di�cult to obtain, and often wasnot reliable. Most important, more extensive statistics (than simply a list ofmanufacturers' names) are now required because of the diversi�cation of super-computers, the enormous performance di�erence between low-end and high-endmodels, the increasing availability of massively parallel processing (MPP) sys-tems, and the strong increase in computing power of the high-end models ofworkstation suppliers including symmetric multiprocessing (SMP) systems.This report is meant as an interface between the Top500 list and the readerwho wishes more background information and explanation. Here various expertspresent detailed analyses of the Top500 and discuss the changes that haveoccurred in the supercomputing market over the past year.We plan to continue to update this report annually and to distribute it widelyto the high-performance computing community. The �rst Top500 Reports werecovering the situation in 1993, 1994 and 1995.i



The ContentsThis report consists of nine articles. They present a detailed analysis of thehigh-performance computing situation as of November 1996.Meuer and Strohmaier analyze in the �rst article the general worldwidetrends, which are revealed by the eight releases of the Top500 published inthe past four years. They present the changes over time with respect to ge-ography, manufacturers, applications, architectures, and technology. Dongarraand Simon present an in-depth analysis of the U.S. situation of the �eld of high-performance computing. Schnepf gives an overview of the Japanese installationsand Japanese vendors and the di�erences to the overall market. Harms discussesthe European situation and provide a brief summary on computing in the UnitedKingdom, France, Germany, and the Benelux nations. Simon present a short de-scription of the 25 centers with the highest accumulated performance installed.Van der Steen summarizes the new architectures of the di�erent systems in theTop500 giving a concise description for each architecture. Strohmaier, Don-garra, Meuer and Simon present a detailed analysis with respect to the di�erentindustrial application areas in which system in the Top500 are used. The �naltwo article are the complete reprints of the June and November 1996 issues ofthe \Top500 Supercomputer Sites," which provides the basis of this report.The AudienceThe report has been prepared for the high-performance computing community ingeneral, and speci�cally for managers of supercomputer centers, users of super-computers, computer/supercomputer manufacturers, consultants, professionalmarket analysts, decision makers, politicians, Wall Street analysts, computerscience people, and students.AcknowledgmentsWithout the help of high-performance experts, computational scientists, manu-facturers, and the Internet community, our Top500|the basis of this report|could not have been compiled. We cordially thank all colleagues supporting us,and we ask for their continued support in order to present future Top500 listsand reports like the one presented here.Mannheim / Tennessee, December, 1996Jack J. Dongarra � Hans-Werner Meuer � Erich Strohmaier
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Chapter 11996: The Industrial Usageof HPC Systems takes o�Hans W. MeuerComputing Center, University of Mannheim, Germanyemail: meuer@rz.uni-mannheim.deandErich StrohmaierComputer Science Department, University of Tennessee, Knoxville, USAemail: erich@cs.utk.eduAbstract1996 was again a year full of changes for the High Performance Computing(HPC) community. The shake out of vendors culminated in Silicon Graphics(SGI) buying Cray Research. A few month later died the father of \Super-computing" Seymour Cray after a car accident. New systems like the T3Eentered the market place quite impressive and there is a new number one on theTOP500. It is again a Japanese system, a special version of Hitachi's SR2201massively parallel (MPP) system with 2048 processors. However the most im-portant change took place behind the title-pages of newspapers and was noteasy to follow. During this year the industrial usage of HPC systems in generaland of MPP systems speci�cally gained a lot of momentum. The U.S. is leadingthis trend very strongly with already 38% of all systems installed at commercialcustomers. Many of these system are used for non traditional applications in�nance or for data mining. We will discuss in this paper the di�erent develop-ments based on the Top500 lists of supercomputer sites available since June1993 [1] and which, for the �rst time, provide a reliable base for a well-foundedanalysis of the high-performance computing �eld. Reports about the situation1



in previous years have been published before [3, 4, 5].1.1 General DiscussionLast year we speculated at this time that we will see a new system at the topposition of the Top500 during this year [5]. We had indeed for both issues ofTop500 a new number one. In June 1996 it was a model of Hitachi's SR2201system with 1024 processors installed at the Computing Center of the Universityof Tokyo. But this system of a new generation which is described in detail in onearticle of this special issue [6] kept this position only for one list. In November1996 a customized version of the same architecture with 2048 processors is thenew number one. An additional processor added to the Numerical Wind Tunnel(NWT) | the former leader of the Top500 for 4 issues shifted it's performancealso ahead of the 1024 SR2201 system which is now number three. Due to thelate arrival of the T3E and the big ASCI machines the Top500 is leaded bythree Japanese machines all installed in Japan as well.But this cannot be taken as a sign of leadership in the �eld of HPC. Lookingat all the 500 systems in the Top500 we see a di�erent picture with the USA asclear leader as producer and consumer of HPC systems. In 1996 it also becameevident that the industrial usage of HPC systems was taking o� in the USA.Europe and especially Japan are lagging quite behind in this very importantaspect of HPC.High end workstations with symmetrical multiprocessor design (SMP) whichhave been quite successful since they entered the market in 1994 are now startingto fall o� the Top500 list. This is due to their limited architectural scalabilitywhich limits the performance level they can achieve. SGI introduced as followup its �rst distributed memory system ORIGIN 2000. At the same time Craywhich now belongs to SGI started to deliver the T3E system. The T3E showsup in the list with already 23 systems and 746 accumulated GFlop/s.Looking at the computing power of the individual machines present in theTop500 and the evolution of the total market size, we plot the performance ofthe systems at positions 1, 100 and 500 in the list as well as the total accumulatedperformance. In Fig. 1.1 the curves of position 100 and 500 show on the averagean increase of a factor of two within one year. The curves for position 1 andfor the accumulated performance however show only a factor of 1.8 increase peryear.1.2 Geographical DistributionLooking at the Top500 systems installed we see a quite stable distribution overtime in Fig. 1.2. The upward trend of systems in the US still goes on whileit changed in Japan and we see a small upward trend now. Even as Japan is2



Figure 1.1: The performance over time as it can be seen in the Top500.behind in the number of installed SMP systems the new generation of Japaneseparallel supercomputer is showing up in the Top500 now.Looking at the total of installed performance in Fig. 1.3, contrary to thenumber of systems seen in Fig. 1.2, Japan is again well ahead of Europe as itwas in the last years. This re
ects the fact that during the last years severalvery powerful systems of the latest Japanese supercomputer generations wereinstalled in Japan. These Fujitsu VPP500, NEC SX4 and Hitachi SR2201 sys-tems all make it to the Top500. Taking a closer look at the strong increase ofthe installed performance in the US during the last year, we �nd that Cray Re-search installed 535 G
op/s, IBM 336 G
op/s, HP/Convex 54 G
op/s and SGIgained only 2 G
op/s. The share of all other vendors together went down by 6G
op/s. In Europe Cray took a big jump from 281 G
op/s to 782 G
op/swhilein Japan Hitachi gained the most installed performance and is now second with775 G
op/s behind Fujitsu with 911 G
op/s. In case of Hitachi however the�rst two of their systems already accumulate 589 G
op/s.If we not only look at where the systems are installed but where they aremanufactured, we see in Table 3.3 that almost all systems located in the US werebuilt in the US. In Japan, too, the majority of systems come from Japanesemanufacturers, but the share of US manufacturers is much higher than viceversa. The European vendors lost �ve systems compared to 1995 and are farfrom dominating their home market. Most of the systems installed in Europeare coming from US vendors. The share of Japanese systems is slightly lower3



Figure 1.2: The geographical distribution of the system counts over time.compared to their world-wide average. Looking at the installed performance onTable 1.2, we get a similar picture with an even stronger dominance of the USand Japanese vendors on their home market.Systems Installed InManufactured In USA Japan Europe Others TotalUSA 261 31 110 16 418Japan 8 48 15 1 72Europe 2 1 7 10Total 271 80 132 17 500Table 1.1: Geographical distribution where systems are installed and where theyare manufactured.1.3 Market Shares of VendorsThe shake out of the HPC manufacturers culminated 1996 in SGI buying CrayResearch. This merger created a strong new market leader in the HPC arena.Together they are dominating the market with a total share of 44% of the4



Figure 1.3: The geographical distribution of the performance over time.installed systems. However, this is only slightly more than Cray Research hadon its own (41%) when we started the Top500 in June 1993. In Fig. 1.4 we seethat Cray Research by itself has gained back the pole position from SGI withwhich it switch positions if we look at the situation in June 1996. Most of theraise of Cray is due to the 23 early T3E installations in the list.IBM is closesecond to Cray Research with 25% of systems installed. SGI/Cray and IBMhold together 2/3 of the market. The three Japanese companies Fujitsu, NECand Hitachi have together 72 (14%) systems in the list. Looking at the changesin the accumulated performances of the di�erent vendors in Fig. 1.5, we see thatthe installed performance of Cray made a big jump due to the T3E. The strongincrease of the Japanese vendors and IBM is continuing.1.4 Architectural ChangesThe big increase in the number of installed symmetrical multiprocessor work-stations (SMP) in 1995 was the dominating e�ect with respect to computerarchitecture. In 1996 SMPs are already on their way out of the Top500 againwhile the number of MPP systems is still raising. This re
ects the productannouncement of single companies like SGI. They introduced the Origin 2000series (6 system on the list) which is an MPP system as follow up to theirvery successful SMP series PowerChallenge. The share of parallel vector pro-5



Rmax in G
op/s Installed InManufactured In USA Japan Europe Others TotalUSA 3464 391 1332 122 5308Japan 117 2111 365 28 2622Europe 10 5 42 57Total 3591 2508 1739 149 7987Table 1.2: Geographical distribution of the accumulated performance showingwhere it is installed and where it is manufactured.cessors (PVP) remained stable at a level slightly above 20%. MPP systems arethe clearly dominating class of systems in the Top500 with 2/3 of all systemsbelonging to this class.In our very �rst report [3] Japan was very much behind with the number ofinstalled MPP systems in 1993. This began to change in 1994 [4]. The numberof installed MPP systems in Japan is with 58% now only a little behind theworld wide average of 64%. But like in the previous years almost no SMPsystems have been installed in Japan.Average System Sizes InstalledRmax in G
op/s MPP PVP SMP ALLUSA 16.3 10.3 5.5 13.3Japan 38.6 22.6 6.0 31.3Europe 14.3 14.6 5.7 13.1other 10.2 13.7 5.5 8.8ALL 18.8 14.6 5.6 16.0Table 1.3: Average system size for the di�erent classes of systems.Looking at the average performance of a system in the di�erent classes forthe di�erent regions we see in Table 1.3 that the MPP systems installed in Japanare quite powerful. Most of them are build in Japan and are based on systemarchitectures with distributed memory and nodes with vector capabilities. Thistype of architecture is still not able to enter the US market, but is already en-tering the European market. The average system size in Japan is now measuredin G
op/s more than twice as high than in the US or in Europe. Compared to1995 the European installations have substantially gained in average size whenthe average size was 5.8 G
op/s compared to 13.1 G
op/s now.6



Figure 1.4: The market share of the most important vendors over time.1.5 Technological ChangesLet us now try to analyze the technology used for the processors. With respectto the chip technology we �nd that the number of systems based on ECL chiptechnology is steadily decreasing from 332 in mid 1993 to now 79 by the end of1996. During the same time the number of systems using proprietary processorswith custom chips decreased from 59 to 35 in late 1995 and raised again to 60 byNovember 1996. This increase is due to the number of vector processors buildwith CMOS technology. It does not re
ect any increasing use of proprietaryCMOS-RISC processors. 342 of the systems in the current list are built byusing `o�-the-shelf' processors.In Fig. 1.7 we see that the number of systems with nodes binary-compatibleto workstation systems is keeping its high share with now 50%. This class ofsystems includes the ones from Silicon Graphics, the Convex SPP and the IBMSP1 and SP2. This high market share of systems with such a node design showsthe advantage of using standard workstation nodes keeping the design costslow. Also all available software for the workstations can immediately be usedon the parallel systems, at least on a single processor. This seems to be a bigadvantage for selling systems to industrial users as can be seen in Table 1.4.75% of all system installed at industrial customers are using systems build outof workstation compatible nodes. This includes systems with shared memorylike the SGI PowerChallenge and systems with distributed memory like the IBM7



Figure 1.5: The market share in performance of the most important vendorsover time.SP2.1.6 Application AreasLooking at the di�erent application areas in Fig. 7.1 and Fig. 7.2 we see anincreasing share for 1996 with �nally 30% of installed systems and 14.8% of theinstalled performance after the decreasing share of industrial installations duringthe last years. If you look at the Top500 in more detail you see that only IBMwith 53%, SGI with 38% and HP/Convex with 32% have an over proportionalshare of industrial installations in their customer base. This is a very strongindication which advantage binary compatible nodes might have in the HPCmarket. IBM is leader in the industrial market place with 67 systems (45%)installed even ahead of the team SGI/Cray with 58 systems (39%). Convex has7 industrial installations (5%) and all other vendors share 11% in the industrialmarket place.In Table 1.5 we see the geographical distribution of the systems installed.It is evident that the USA are the clear leader in the industrial usage of HPCtechnology. 8



Figure 1.6: The evolution of the architectures as it can be seen in the Top500.
Number of Systems InstalledSystems Research Industry Academic Classi�ed Vendor TotalCMOS/o�-the-shelf 51 111 68 12 7 249CMOS/proprietary 86 20 47 10 9 172ECL 36 17 12 10 4 79Total 173 148 127 32 20 500Table 1.4: Number of systems with di�erent node technologies for the di�erentapplication areas.
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Figure 1.7: The usage of di�erent node technologies as can be seen in theTop500. We count for this �gure the following systems as CMOS o�-the-shelf:Convex SPP, IBM SP1/2, SGI.1.7 ConclusionsFrom the present eight releases of the Top500 we see:� For positions in the range of 100|500 the performance of the individualsystems is increasing by a factor of 2 every year while the total installedperformance is increasing by a factor of 1.8 every year.� The new number one for both releases of the Top500 in 1996 have beenJapanese systems and not the announced systems from US manufacturers.� The US and Japanese vendors are dominating their home markets, whileEuropean manufacturers are playing no role at all even not in Europe.� The shake out of the HPC manufacturers culminated in SGI buying CrayResearch.� SGI/Cray and IBM are leading the list with respect to the number ofinstalled systems and with respect to installed performance.� MPP systems are the dominating architecture, while the number of SMPsystems started to go down in the Top500.10



Figure 1.8: The distribution of systems on the di�erent application areas.

Figure 1.9: The distribution of performance on the di�erent application areas.11



Number of Systems InstalledSystems USA/Canada Europe Japan others TotalResearch 81 52 39 1 173Industry 104 31 9 4 148Academic 44 44 28 11 127Classi�ed 28 3 1 32Vendor 14 2 4 20Total 271 132 80 17 500Table 1.5: Number of systems in USA/Canada, Europe, Japan for the di�erentapplication areas.� The number of ECL based systems is strongly decreasing all the time, andby the end of 1996 about 84% of the systems in the Top500 were builtwith CMOS technology.� In the Top500 a strong trend to nodes being binary-compatible to majorworkstation families can be seen since 1995.� Vendors using such "o�-the-shelf" nodes (IBM, SGI and Convex) are inthe position to sell an over proportional number of systems to industrialcustomers .� IBM is leader in the industrial market place with 67 systems installed evenahead of the team SGI/Cray with 58 systems.� The USA are the clear leader in the industrial usage of HPC technology.With the Top500 project going into its �fth year, many trends and evo-lutions of the HPC market could be made quite transparent. This has proventhe Top500 to be a valuable tool. Some of the trends mentioned can surelybe stated and anticipated without the Top500 while many others are certainlysurprising and could not be visualized without it.
12
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Chapter 2High PerformanceComputing in the U.S. in1996 { An Analysis on theBasis of the TOP500 ListJack J. DongarraComputer Science DepartmentUniversity of TennesseeKnoxville, TN 37996-1301andMathematical Science SectionOak Ridge National LaboratoryOak Ridge, TN 37831-6367dongarra@cs.utk.eduandHorst D. SimonNERSC DivisionLawrence Berkeley National LaboratoryMail Stop 50B 4230Berkeley, CA 94720AbstractIn 1993 for the �rst time a list of the top 500 supercomputer sites worldwide hasbeen made available. The TOP500 list allows a much more detailed and well14



founded analysis of the state of high performance computing. Previously datasuch as the number and geographical distribution of supercomputer installationswere di�cult to obtain, and only a few analysts undertook the e�ort to trackthe press releases by dozens of vendors. With the TOP500 report now generallyand easily available it is possible to present an analysis of the state of HighPerformance Computing (HPC) in the U.S. This note summarizes some of themost important observations about HPC in the U.S. as of late 1996. The majortrends we document here are the continued dominance of the world marketin HPC by the U.S., the completion of a technology transition to commoditymicroprocessor based highly parallel systems, and the increased industrial useof supercomputers in areas previously no represented on the TOP500 list.2.1 Major Trends in 19962.1.1 Architecture and TechnologyThe rapid transformation of the high performance computing market in the U.S.which began in 1994, and continued at an accelerated rate in 1995, came to aconclusion in 1996. All major microprocessor vendors continued to introducenew more powerful CMOS microprocessors such as the MIPS R10000 or the HPPA RISC 8000, or released signi�cantly faster versions of existing architecturessuch as the 120 MHz version of as the IBM Power2, and 300 MHz versions of theDEC Alpha processors. Supercomputing in the U.S. has now almost completelymoved to highly parallel machines based on these processors.In 1996 the trend towards rapid replacement continued. More that half (252)of the systems on the TOP500 list were installed during 1996. By now morethan 90% of the systems on the list were installed during the last three years.All these �gures con�rm that the HPC market as expressed by the TOP500 nowhas moved completely to match the Moore's law growth curve, of performancedoubling every 18 month and replacement or obsolescence after 3 years.The major new product introductions of impact in the US market in 1996were the Cray T3E, and the SGI Origin 2000. The T3E leads new productinstallations with 23 sites, the O2000 has 6. Internationally the NEC SX-4 has17 new installations which is equally remarkably for a new product. It is wellknown that the only planned U.S. acquisition of an SX-4 at NCAR led to aprotest by Cray, a Dept. of Commerce investigations, and to protracted legalproceedings, which eventually resulted in no new machine at NCAR at all.Another trend which is now becoming increasingly clear is that there is alack of \massively" parallel machines. No new machines with more than 1024processors have been installed in the U.S. during 1996. The total number ofmachines in the U.S. with more than 1024 processors on the list remains ateleven. Interestingly three new massively parallel machines have been installedin Japan. Eight of these eleven machines are computers made by TMC (one15



CM-5 and 7 CM-200s), and probably won't be replaced by similar machines,since TMC is out of the hardware business. Thus, the HPC situation in theU.S. can be summarized as follows:� a small number of massively parallel (1024+ processor) and highly parallel(128 and more processor) supercomputers, mainly in research institutes,based on message passing, (IBM SP, Cray T3D and T3E, Intel Paragon,TMC CM-5);� a fair, but shrinking number of parallel vector machines, mostly C90's andrelatively few T90s, about evenly spread in universities, research institutes,and industry;� a large number of moderately parallel (less than 128 processors) supercom-puters based on fast commodity microprocessors (IBM SP-2, SGI PowerChallenge and O2000, Convex SPP), or CMOS vector technology (CrayJ90) found in smaller universities, research labs, and quite frequently inindustry.2.1.2 VendorsThe world wide market for HPC in 1993 was estimated to be about $2.4 Bil-lion, with overall growth of the market by very modest aggregate rate of only1.4% in �ve years until 1998. These projections were essentially correct. Theyimplied a very �erce competition because in 1993 there were more than 10 ven-dors competing in the U.S. market place for a roughly constant (in terms of $s)market. The main event in 1996 was a further consolidation of the number ofvendors down to only three serious U.S. vendors competing at the very high-end. (see Table 2.1). The two major events in 1996 were the totally unexpectedacquisition of Cray Research by SGI, and the decision by Intel SSD to quit thesupercomputer business. With SGI/Cray, IBM, and HP/Convex as the majorU.S. vendors, we are now facing a \Japanese" situation: the U.S. supercom-puter \vendors" are now divisions of the major, vertically integrated computermanufacturers. Thus the market forces have come to the realization that su-percomputing is not a pro�table business. Vendors are competing in the veryhigh end of the market for reasons such as driving technological innovation forthe pro�table mainstream product lines, prestige and visibility, and providingan integrated products line for the engineering/technical market which coverseverything from the desktop to the supercomputer.The list of currently active vendors in the U.S. is longer than three, how-ever, the other vendors are either from outside the U.S. (Fujitsu and NEC, aswell as Parsytec and Meiko), or are in the \up and coming" list. Non U.S.vendors have for a variety of reasons played a marginal role in the U.S. Thiswas recently acknowledged by Fujitsu, who restructured their U.S. operationsto focus exclusively on commercial customers. Tera is hopeful to deliver their16



Table 2.1: Commercial HPC Vendors in the US (late 1996)Status VendorsOut of business Alliant, American Supercomputer, Ametek, Culler, Cydrome,Cray Computer Corp., Denelcor, Elexsi,Kendall Square, Multi
ow, Myrias, Prevec, Prisma,Saxpy, SCS, SSI(2), Trilogy, WavetracerDivision closed Astronautics, BBN, CDC/ETA Systems, E&SGoodyear, Gould, Loral, VitesseMerged Convex, Cray Research, Celerity, FPS,Key, Supertek, Ardent/StellarDown, not out AMT(Cambridge), CHoPP, Encore,Stardent/Kubota, Neovista (Masspar),Thinking MachinesNot (or no longer) active in U.S. Hitachi, Meiko, ParsytecCurrently active DEC, Fujitsu, HP/Convex,IBM, Intel,NEC, SGI/Cray, Sun, Tera�rst system in 1997, and their impact on the market remains to be seen. DECand Sun recently strengthened their HPC related activities, and we might seesome additional systems from these vendors on the TOP500 list, but probablynot among the TOP50.2.1.3 Federal Funding and Support for HPCHPC in the U.S. has been critically dependent on federal funding which providedthe support for large supercomputer centers by DOD, DOE, NSF, and NASA. In1996 the federal High Performance Computing and Communications Program(HPCCP) came to an end. Considerable progress has been made as documentedin the famous \Blue Book" series [3]. However, the focus of federal programs onthe federal level has shifted more towards networking with the \Next GenerationInternet" (NGI) currently considered for new funding at the rate of about $100M a year. While the HPCCP continues in the form of the NCO (National Coor-dination O�ce) (see http://www.hpcc.gov/ ) and the associated Committeeon Computing, Information, and Communications (CCIC) as interagency co-ordination council, the major activity in HPC has clearly shifted toward theASCI (accelerated strategic computing initiative) program of the DOE defenseprogram [1]. ASCI installed two new IBM SP systems at Lawrence LivermoreNational Labs (ASCI Blue Paci�c), followed by a demonstration of 1 T
op/s on17



an Intel Pentium Pro based system in December. This system will be installedat Sandia National Laboratories in Albuquerque, New Mexico in 1997, and willmost certainly take the number one spot on the TOP500 list.The discussion about HPC in the commercial and in the government marketplace continues to be based on beliefs and impressions, and often lacks harddata. Claims in the early years of the HPCC that a Tera
op/s performance onsigni�cant applications will come to pass by 1996, has not happened. However,this was the wrong metric to pursue from the very beginning. It continuesto surprise that a �eld such as HPC that is deemed so critically important tothe national agenda lacks almost completely any quantitative assessment of itsprogress.On the federal level supercomputing is undergoing a substantial re-evaluationin the 1996-98 time frame. All federal agencies are taking a closer look at theirHPC needs. Most signi�cant in 1996 was the recompetition of the NSF super-computer centers. Proposal for new academic collaborations in supercomputing(NPACI) were due by the end of the summer. Current knowledge is that thenumber of centers will be reduced from four (Cornell, NCSA, Pittsburgh, andSan Diego) down to two. The winners will be announced in March of 1997. Theconsolidation of DOD's supercomputing e�orts resulted in the awards of con-tracts for the major resource centers at ARL (Army Research Lab, Aberdeen,MD), Wright-Patterson Airforce Base, Ohio, the Navy Center in Mississippi, andthe Waterway Experimental Station (WES) also in Mississippi. In the 1996 listonly WES made a signi�cant new entry with a 256 node T3E. In 1997 we expectall four centers to list signi�cant new machines, mostly from Cray/SGI. Finallyin DOE the NERSC center was moved from Lawrence Livermore National Labsto Lawrence Berkeley National Labs. The new NERSC center at Berkeley wascompletely restructured to address the new realities of supercomputing in thelate 90ies [7].2.1.4 Remarks on the TOP500 dataBefore investigating some of the data in [1] in more detail, it is important tounderstand the limitations of the TOP500 study. These limitations can besummarized in the past. In spite of these inherent limitations, the TOP500report can provide extremely useful information, and valuable insights. It ismore accurate than many marketing studies, and the possible sources of errordiscussed above are probably statistically insigni�cant, if we consider only sum-mary statistics, and not individual data. All M
op/s or G
op/s performance�gures here refer to performance in terms of LINPACK Rmax.In the analysis of geographical distribution, machines in Canada have beenincluded in the �gures for the U.S., and the �gures for Europe include all Eu-ropean countries, not just EC members. The other country category includesmostly countries of the Paci�c Rim with the exclusion of Japan, as well as some18



countries in the Near East and in Africa. Surprisingly there are no supercom-puters from Latin America on the TOP500 list.2.2 U.S. Dominance of the World Wide HPCMarketThe TOP500 continues to demonstrate the dominant position the U.S. assumesin the world both as producer and as consumer of high performance computers.In Table 5.1 the total number of installed systems in the major world regions isgiven with respect to the origin of the computers.If one considers in Table 5.1 the country of origin then it is striking that 418out of the TOP500 systems are produced in the U.S., which amounts to 84%of all installed systems. Japan accounts for 14% of the systems, and Europeproduces only 2%. This extent of the American dominance of the market isslightly less than in 1995 when the U.S. share was 85%. But it is the same asin 1994.For years, in particular in the mid 80's, there were ominous and ubiquitouswarnings that the American supercomputer industry (which was essentially CrayResearch at that time) is highly vulnerable to an \attack" by the Japanesevertically integrated computer giants Fujitsu, NEC, and Hitachi. Obviously thishas not happened. How much various e�orts such as the NSF SupercomputingInitiative in the mid 80's, or more recently the HPCC Program have contributedto the current vast superiority of the U.S. high performance computing industry,remains to be investigated.The numbers for Europe are even worse than last year (15 machines inNov. 96 versus 12 machines in November '96). This situation is probably notgoing to change, since there seem to be no new European hardware vendors onthe horizon. With lack of immediate access to the newest hardware, and theabsence of the close interaction of users with vendors as is prevalent in the U.S.,the best the European High Performance Computing and Networking Initiativecan accomplish is maintaining the status quo of Europe as a distant third inhigh performance computing technologies. On the positive side, several largesites in Europe have installed major US or Japanese systems in 1996, e.g. aVPP 700 at ECMWF, and large Cray T3Es in Stuttgart, Juelich, and at IDRISin France.Table 5.3 is analogous to Table 5.1, but instead of the number of systems,the aggregate performance in Rmax-G
op/s is listed. Table 5.3 demonstratesa continued astounding growth in 1996: within 12 months the total number ofinstalled T
op/s in the U.S. increased from 2.6 T
op/s in November 95 to 3.5T
op/s in November 1996. This is an increase of 35% in only 12 months. Thisgrowth is less than in the previous year, where performance in the US increasedby 92%. At the same time growth in other regions was substantially higher:19



Table 2.2: US Share of Total Number of Installed TOP500 SystemsSystems Systems Installed In TotalManufactured In U.S. Japan Europe OtherU.S. 261 31 110 16 418Japan 8 48 15 1 72Europe 2 1 7 0 10Total 271 80 132 17 500Table 2.3: US Share of Total Rmax (in T
op/s) of Installed TOP500Systems.Systems Systems Installed In TotalManufactured In U.S. Japan Europe OtherU.S. 3.5 0.4 1.3 0.1 5.3Japan 0.1 2.1 0.4 0.02 2.6Europe 0.01 0.005 0.04 0 0.06Total 3.6 2.5 1.7 0.1 7.9from 0.8 T
op/s to 1.7 T
op/s in Europe, and from 1.2 T
op/s to 2.5 T
op/sin Japan. Both regions/countries more than doubled installed performance andthus show in 1996 the growth the U.S. experienced in 1995. Overall it thusappears that all three regions in average seem to grow at about the same rateand no fundamental change in their relative positions appears to take place.However, it appears that the performance growth in Japan and Europe hap-pens by installing a few very large machines, since the actual number of machineshas remained about stable. In the US a large number of new smaller machineswere installed, which now occupy medium to lower ranks on the TOP500 list.One conclusion from this data is that the HPCC initiative in the U.S. has suc-ceeded in the sense that the infrastructure for HPC is dramatically changing.A large number of institutions now has access to G
op/s level computing formachines which cost not much more than $ 1M. Only �ve years ago this com-pute power was accessible only to the elite few institutions being able to spendtens of millions of dollars. We can anticipate exciting times for HPC: more andmore people in the U.S. will have access to inexpensive computational modelingtools. It will be worthwhile to examine what this revolution will do to economicproductivity measures such as the GDP in the U.S.In an international comparison one should however also consider the relativesize of countries and their economies. Here we present a new TOP500 set of20



Table 2.4: Population (in thousands) per TOP500 supercomputer.Country Rank in Population Number of Population1995 (in thousands) TOP500 entries per SupercomputerLuxembourg 396 1 396Switzerland 1 6,813 9 757USA 3 255,200 266 959Japan 9 124,500 80 1,556Germany 7 80,250 51 1,574Netherlands 8 15,160 9 1,684Finland 6 5,008 3 1,669Denmark 4 5,158 3 1,719Austria 13 7,776 4 1,944Slovenia 2,002 1 2,002Singapore 2 2,769 1 2,769Sweden 11 8,652 3 2,884UK 14 57,700 18 3,205France 12 57,180 17 3,363Australia 18,154 5 3,631Norway 5 4,288 1 4,288Canada 15 27,370 5 5,475Israel 5,698 1 5,698Hong Kong 10 5,800 1 5,800
statistics. In Table 2.4 we list the a measure of the supercomputer density byranking the top ten countries with the highest number of supercomputer percapita. Population date are from the \Interactive 3D Atlas" and date from1992.Table 2.4 shows that on an international comparison most industrializedcountries are providing about one supercomputer per 1 - 3.5 million inhabi-tants. The number of US installations is no longer that dramatically di�erentfrom the rest of industrialized countries. It should be mentioned that the amongthe major industrialized nations the big anomaly with respect to supercomput-ing usage is Italy. In Italy there is only one supercomputer per 9.6 millioninhabitants, far below the number of all other western European countries.21



Table 2.5: Architecture (in number of installations).Region MPP SMP PVPU.S./Canada 170 46 55share 63% 17% 20%Worldwide 319 73 108share 64% 15% 21%2.3 Market Penetration by Technology and Ar-chitectureThe penetration of the supercomputer market by microprocessor based super-computers and the increased use of SMPs and arrays of SMP is another oftendebated trend. The trend towards commodity CMOS is now �rmly established.In Table 2.5 we present the number of installations for the di�erent machine ar-chitectures used among the TOP500, both world-wide and in the US/Canada.In 1994 MPPs moved ahead of PVP and are now clearly the largest architec-tural category, both in the US and worldwide. The share of MPP installationshas increased even more in the US in 1996, mainly because of Cray T3E andIBM SP installations. In the U.S. there are now fewer SMPs as compared to1995. This can be explained with an increase in Cray J90 installations, whichcount in the PVP category. In 1995 SMP systems for the �rst time surpassedalso PVP worldwide. This tend has been reversed because of the introductionof more powerful CMOS vector processors, e.g. the SX-4. Contrary to 1995 wedo not see any signi�cant di�erence in the distribution of architectures, whencomparing the US versus other regions.2.4 ConclusionsThe analysis of the data provided by the TOP500 report has led us to a numberof conclusions concerning the state of HPC in the U.S. at the end of 1996. Someof these conclusions are:� The U.S. continues to be the clear world leader both as producer and asconsumer of high performance computers. This leadership position hasbeen even more strengthened compared to 1995.� Microprocessor based supercomputers have brought a major change inthe accessibility and a�ordability of supercomputers. The installed baseof supercomputer G
op/s continued to increase in 1996 in the US, butnot in the same rapid rate as in 1996, and not as fast as in other regions.22



This appears to be a catching up by the others, and not a slowing downin the US. This increase in the US is due to a large number of medium tosmall size installations.� MPPs continue to account for more that half of all installed supercomput-ers worldwide and in the US. Market penetration by MPPs worldwide isnow at the same level as the US. SMP system use in the US actually hasdeclined compared to 1995. This may be an indication of a trend towardsreplacing older custom PVP systems with CMOS PVP systems, since thenumber of PVP systems in the US has actually increased compared to1995.Generally the TOP500 list has proven itself to be an extremely valuabletool for evaluating trends in the HPC market. Future releases of this reportshould enable the HPC community to track important developments much moreaccurately than in the past.
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Chapter 3Developments in JapanEric SchnepfSiemens Nixdorf, Scienti�c ComputingOtto-Hahn-Ring 6D-81739 MunichGermanyEmail: Eric.Schnepf@mch.sni.deAbstractThe supercomputer situation in Japan is characterized by the installation ofmany supercomputers of the new CMOS based generation. Fujitsu enteredthe list with new VPP300 and VPP700 installations, while NEC continued toinstall more SX-4 systems. Finally, Hitachi succeeded to deliver the currentlymost powerful system in the world to the University of Tsukuba with the CP-PACS computer. Following the former leader NWT, again a system is leadingthe list that has been developed in a collaboration between computer industryand a research institute. With these new systems Fujitsu, Hitachi and NECincreased their competitiveness by advanced CMOS technology together with anattractive price/performance ratio. This also resulted in the success of winningseveral procurements outside of Japan.The market distribution in Japan became somewhat more balanced com-pared to 1995 when Fujitsu was leading far ahead. In terms of performanceHitachi (774.5 GFlop/s) now became second behind Fujitsu (910.5 GFlop/s)while in terms of number of sites NEC (15) is second behind Fujitsu (21). IBMalso progessed well increasing its number of sites from 8 to 13. Cray kept its 10sites but lost part of its performance share relative to the other vendors. SGI'ssuccess in Japan is again not visible in the Top500. Only 3 Japanese sitesentered the list. Most SGI systems are smaller in size.25



Japan increased its share of the Top500 sites from 73 to 80 entries which cor-responds to 16%. Traditionally, the Japanese supercomputer sites are in averagemore powerful than the sites in other countries. Consequently, 21 Japanese sitesare listed in the world-wide TOP50. Japan's share in the world-wide installedRmax GFlop/s capacity increased even more. The aggregate performance of theJapanese Top500 sites doubled from 1,234 GFlop/s to 2,508 GFlop/s whichcorresponds to 31.4%.In summary, Japan strengthened its position world-wide as the second largestuser of supercomputers. The three most powerful systems of the world are in-stalled in Japan!3.1 BackgroundIn the past years the Japanese supercomputer market [1, 2] was dominated bymono and multiprocessor vector computers manufactured by the big Japanesevendors Fujitsu, Hitachi and NEC. Fujitsu and Hitachi started in the early 80'sto deliver the �rst vector computers in Japan. NEC joined them few years later.The companies improved steadily the performance of their monoprocessors be-fore delivering multiprocessor systems end of the 80's. In the early 90's allthree vendors again improved the performance and scalability of their systemswhile investigating new architectures in collaborations with research institutesor laboratories. Fujitsu together with the National Aerospace Lab developedthe Numerical Wind Tunnel (NWT) as the prototype of the VPP series. Hitachitogether with the University of Tsukuba developed the CP-PACS system whichcan be seen as a prototype of the SR2201.The acceptance of MPP systems started slowly in Japan. Some customersbought various MPP systems from American vendors. This could be consideredas an evaluation phase. The acceptance of systems with distributed memorystarted to grow after the NWT demonstrated unprecedented performance whilemaintaining the vector `culture'. The success of the Hitachi MPP system willalso contribute to the broader use of this architecture.All three vendors are also marketing their systems outside of Japan withremarkable success. The biggest success for Fujitsu was the contract with theECMWF in Reading to deliver a VPP700 system. Hitachi got a �rst contractfor its SR2201 system from Cambridge University, UK. NEC won several majorSX-4 contracts in Europe, but the public attention was drawn on the NCARproject in the USA.3.2 The CP-PACS ProjectThe CP-PACS project [3, 4] formally started in 1992 with a funding of 1.5 billionYen spread over a �ve-year period. The project name CP-PACS stands for Com-26



putational Physics - Parallel Array Computer System. The name was chosen tore
ect the two phases of the project - development of a massively parallel com-puter optimized for physics problems describable in terms of space-time �elds,and subsequent research with it in several key areas of computational physicswith primary emphasis on lattice QCD. With the start of the project the Centerfor Computational Physics was founded at the University of Tsukuba in orderto serve as a base for a collaborative e�ort between physicists and computerscientists for the development of the CP-PACS computer and its utilization forresearch in computational physics.Through a formal bidding process in summer 1992, Hitachi Ltd. was se-lected for the manufacturing of the CP-PACS computer. Since then, the Centerfor Computational Physics and Hitachi Ltd. have been working in a close col-laboration both on the hardware and software development of the CP-PACScomputer. The fundamental design of the computer was laid down in 1992, itsdetails worked out in 1993, and the logical design and the physical packagingdesign was completed in 1994. Chip fabrication and assembling of parts startedin early 1995, resulting in the completion of the CP-PACS with 1024 proces-sors and a peak speed of more than 300 GFlop/s in March 1996. In fall 1996the con�guration of CP-PACS has been doubled to 2048 processors, 128 GBmemory and more than 600 GFlop/s.The CP-PACS computer is an MIMD system with distributed memory. Eachprocessor has a performance of 300 MFlop/s. The design of the processor isbased on the HP PA-RISC 1.1 architecture. To achieve a better e�ciency forapplications that intensively perform vector operations, the PVP-SW featurehas been added to the processor design. PVP-SW stands for \pseudo vectorprocessor based on slide-windowed registers". Each processor is equipped with128 physical 
oating-point registers, while the logical registers are split intog global registers and 32 � g local registers. These local registers can slide bymeans of a window along the physical registers. While carrying out computa-tions using the registers of a speci�c window position, the processor can issuepreload instructions which fetch data from memory to registers in any forwardwindow, and issue poststore instructions which store data in any previous win-dow to memory. With a proper selection of the windows for calculations andmemory load/store one can achieve that data already reside in registers whenthe window is shifted to the speci�c position for calculations, thereby e�ectivelyreducing the memory latency.Other important characteristics of the processor are the clock frequency of150 MHz, a �rst level cache containing 16 KB of instructions and 16 KB ofdata, and a second level cache with a capacity of 2x512 KB. Each processoris connected to a local memory with a capacity of 64 MB of DRAM which ispipelined with multiple interleaved memory banks.The processors are connected via a 3 dimensional crossbar network. A num-ber of crossbar switches are placed in the x, y and z direction. The crossbars fordi�erent directions are connected at each crossing point by a router which is a27



4x4 crossbar itself. A maximum con�guration with 2048 processors is arrangedin a three- dimensional 8x16x16 array. Together with the connection of theIOUs (Input Output Units) the crossbar network has the size of 8x17x16. Thebandwidth via the crossbar network is 300 MB/s with a latency of 3 microsec.On each processor runs a UNIX micro kernel. The CP-PACS computer iscontrolled by a front-end computer that also schedules the jobs and acts as a�le server. The programming languages of the CP-PACS are Fortran, C andassembly language.The highest LINPACK performance reported so far has been measured onthe CP-PACS/2048 system with Rmax=368.2 GFlop/s. This performance wasachieved by solving a system of 103,680 linear equations. Half the performancecould be achieved for a system of 30,720 equations.3.3 Current commercial o�eringsThe three Japanese supercomputer vendors have decided for di�erent architec-tures to increase scalability.Fujitsu is continuing with the VPP architecture that was for the �rst timeimplemented in the NWT. The current o�ering ranges from the departmentalsystem VX with up to 4 processors over the VPP300 system with up to 16processors up to the high-end VPP700 system with up to 256 processors. Allsystems are based on CMOS technology and use the same processing element(PE) with a peak performance of 2.2 GFlop/s. The PEs are connected via acrossbar network and have their own SDRAM memory each.NEC continues to build traditional PVP systems in its SX-4 system alsobased on CMOS technology. One node can have up to 32 vector processorswith a peak performance of 2 GFlop/s each connected to a shared fast SSRAMmemory. Bigger con�gurations are planned by coupling several nodes together.NEC is also o�ering compact models with a limited number of processors fordepartmental use.Hitachi decided for a typical MPP design. Microprocessors based on thePA-RISC design enhanced by \pseudo vector" processing capabilities are con-nected via a 3-dimensional crossbar network. This architecture was tested ina joint project with Tsukuba University. In the CP-PACS system that is usedfor QCD calculations 2048 processors are coupled together setting a new per-formance record. The biggest commercial system with that architecture is theSR2201 with 1024 processors at Tokyo University. Hitachi also started mar-keting the SR2201 series outside of Japan with a �rst sale in the UK. Little isknown whether Hitachi will continue also their PVP line S-3800. If the mar-ket acceptance of the SR2201 is big enough, in particular for traditional vectorcomputer users, then Hitachi may concentrate on the SR architecture only.28



3.4 ProcurementsIn the �scal year '95 (ending March '96) several systems of the new CMOSgeneration have been ordered in the government market. The contract for aHitachi SR2201 system at Tokyo University drew a lot of attention since thiswas the �rst time that one of the computing centers of the 7 major universitiesin Japan decided to replace a classical main frame computer by an MPP sys-tem. The biggest variety of systems can be seen at the Japan Atomic EnergyResearch Institute (JAERI). They procured the following systems: Cray T90,Fujitsu VPP300, Hitachi SR2201, IBM SP2, Intel XP and NEC SX-4. Fujitsuis acting as the system integrator for these systems. Further SX-4 systems havebeen procured by the National Research Institute for Metals, the Japan MarineScience and Technology Center, the National Cardiovascular Center and the Ge-ographical Survey Institute. The National Astronomical Observatory of Japanordered one of the �rst VPP300 systems together with several departmentalVX systems. Another VPP300 system was ordered by the Power Reactor andNuclear Fuel Development Corporation.Several decisions have already been made in procurements of the �scal year'96. Kyushu University ordered and installed a Fujitsu VPP700 system. TheNational Astronomical Observatory of Japan ordered a VPP700 together witha Fujitsu AP3000 - an MPP system based on UltraSparc processors. These sys-tems will be installed in 1997. A VPP300 system has been ordered by the JapanScience and Technology Corporation. Osaka University installed a NEC SX-4complex. NEC also won contracts from the National Aerospace Laboratory andthe National Institute for Environmental Study. Cray Research obtained con-tracts from Kyoto University, the National Research Institute for Earth Scienceand Disaster Prevention, and the Real World Computing Partnership. Detailshave not been disclosed yet. This outlook shows that due to the competitivesupercomputer market a variety of systems are procured from di�erent vendors.The �erce competition reduces the traditional loyality of customers to theirtraditional computer supplier.3.5 Current market situation80 supercomputers in Japan entered the Top500 list. This represents a 16%share of the 500 entries - an increase from 73 systems one year ago. The ac-cumalated Rmax performance of these 80 systems reaches 2.5 TFlop/s whichrepresents 31.4% of the accumulated Rmax performance of the Top500. These�gures show that in particular the big Japanese supercomputer installationshave in average a signi�cantly higher performance than sites in other countries.In table 3.1 the distribution of the number of systems and the accumulatedRmax performance are listed for di�erent vendors.The market leader in Japan is still Fujitsu with 26.3% of the number of sites29



Vendor Sites Rmax (GFlops/s)Convex: 1 4.80Cray: 10 124.20Fujitsu: 21 910.46Hitachi: 12 774.50IBM: 13 115.08Intel: 3 121.10NEC: 15 426.75Parsytec: 1 5.25SGI: 3 17.96TMC: 1 7.70Total: 80 2,507.79Table 3.1: Distribution of systems to di�erent vendors.and 36.3% of the accumulated Rmax performance of the Top500 sites in Japan.But the lead over the following vendors Hitachi and NEC has reduced signi�-cantly. Hitachi made the biggest step ahead in accumulated Rmax performancepushing from 157.7 to 774.5 GFlop/s reaching 30.9% of the Japanese marketand a solid number 2 position. This is essentially due to the two big sites atTsukuba and Tokyo. These two systems represent already 588.6 GFlop/s, i.e.24.9%.Now we want to look at the distribution into MPP, PVP and SMP systems(see table 3.2). Last year we discussed whether the VPP500 should be con-sidered as MPP as this system dominated last years Japanese list. This yearMPP systems from several vendors dominate the list. In particular, Fujitsu andHitachi systems in terms of performance and IBM systems in terms of numberof sites contribute to the success of MPP. 47 of the 80 systems, i.e. 58.8%, canbe counted as MPP. These systems account for 1,813.4 GFlop/s, i.e. 72.3% ofthe performance of the Japanese Top500 sites. The traditional PVP systemsreduced their share. 30 systems, i.e. 38%, account for 676.4 GFlop/s. NewPVP systems came only from CRAY and NEC. Fujitsu disappeared from thePVP camp concentrating on their VPP series. Hitachi also moved to the MPPcamp with the SR series. The only SMP vendor in the Japanese list is SGIcontributing 3 systems and 18 GFlop/s to the list.What is the reason for the success of MPP in Japan as the Japanese cus-tomers have been in favour of traditional vector (PVP) systems for so manyyears? Fujitsu and Hitachi included vector features in their systems with dis-tributed memory. The Fujitsu VPP series consists of powerful classical vectorprocessors while the Hitachi SR series and the CP-PACS system contain proces-sors based on the PA-RISC design enhanced with \pseudo vector processing".30



Type: Sites Rmax (GFlops/s)MPP 47 1,813.4PVP 30 676.4SMP 3 18.0Total: 80 2,507.8Table 3.2: Distribution of systems to di�erent architectures.It is obvious, that keeping the bene�ts of using vector features convinced manycustomers and end-users to move from PVP to `vector'-MPP. These users canincrementally parallelize their applications which had been vectorized in thepast. On the VPP series we can clearly observe, that more parallelized applica-tions are performed compared to one year ago when many VPP systems havebeen mainly used in throughput mode. The use of message-passing for par-allelization has increased, although still many Japanese VPP users prefer thecompiler directive based VPP-Fortran parallelization style.Another interesting aspect is the distribution of the Japanese Top500 sys-tems into application areas (see table 3.3). 39 systems are installed at researchlaboratories and account for 1,105.8 GFlop/s. 28 systems are installed in theacademic sector at universities and account for 1,171.1 GFlop/s. There is noclassi�ed system on the list. The vendors have reduced the number of theirinternal systems to 4 contributing 111.2 GFlop/s to the list.Application area: Sites Rmax (GFlops/s)Academic 28 1,171.1Industry 9 119.7Research 39 1,105.8Vendor 4 111.2Total: 80 2,507.8Table 3.3: Distribution of systems to di�erent application areas.The number of industry sites decreased from 11 to 9. Only 3 of these systemsare new on the list. Toyota, a traditional industry user of supercomputers,installed a new NEC SX-4/20 system in addition to its older systems: NEC SX-3/14, CRAY T94 and Fujitsu VPP500/4. The second new industry entry comesfrom Nippon Telegraph and Telephone (NTT). They installed one of the �rst fullblown CRAY T932 end of last year (shortly after last year's Top500 deadline).The third new industry entry is a real breakthrough. Kirin Beer installed anIBM SP2/38. To the author's knowledge, this is the �rst supercomputer used31



in the food industry. What will be the purpose of that system? Will they try toimprove the taste of beer by \molecular modelling" methods? Or do they wantto simulate the impact of drinking beer to Japanese business men? The realityis that the system will be used for data warehouse applications with parallelDB2.The other industry systems in Japan have been installed in former years.Nuclear Power Engineering continues to use an IBM SP2/72. Suzuki Motor stilluses the 4 year old Hitachi S-3800 system. Mitsubishi Electric Corporation iscontinuing to use one of the few CRAY T3D systems in Japan. Does that meanthat the Japanese industry is investing less money in supercomputing? This ismost likely a misinterpretation. We know of a lot of SGI SMP systems, smallerIBM SP systems and departmental vector systems based on CMOS technologyfrom Fujitsu and NEC. Supercomputing technology can now be a�orded byindustry departments. These departments make use of that technology at aperformance level below the entry level for the Top500.3.6 The Japanese TOP20This year Hitachi took over the number one position. After several years whenFujitsu's NWT was leading the list, again a kind of prototype system is thenumber one. The CP-PACS with 2048 processors at the Center for Compu-tational Physics at Tsukuba University has set a new record with Rmax equalto 368.2 GFlop/s. This system is very similar to the Hitachi SR2201 series.Tsukuba University and Hitachi developed that system in a joint collaborationbetween 1992 and 1996 speci�cally for QCD applications. A commercial versionof this system - the SR2201 with 1024 processors - is installed at Tokyo Univer-sity ranging on position 3. Second of the list is now the NWT which has beenupgraded from 140 to 167 processors. On rank 4 we �nd the only system on theTOP20 that was manufactured in the US - an Intel XP/S-MP 125 with 2502processors installed at the Japan Atomic Energy Research Institute (JAERI).On position 6 we see today's biggest VPP700 installation. Fujitsu installed asystem with 56 processing elements at Kyushu University. The positions 5, 10to 15 and 19 are occupied by Fujitsu VPP500 systems that have been installedin former years. A Fujitsu VPP300/16 at JAERI is listed on rank 20. On po-sitions 7 to 9 three NEC SX-4/32 systems are listed. Beside the benchmarkingsystem two new systems have been installed at Osaka University. Probably,these two systems will be combined later to a bigger complex when the neces-sary hardware and software support will be available. On rank 16 to 18 we �ndthree NEC SX-4/20 systems.In total we count 11 Fujitsu VPP systems, 6 NEC SX-4 systems, 2 HitachiSR systems and 1 Intel XP system in the TOP20. The continuing e�ort inimproving the supercomputer capacity in Japan can also be seen in the factthat 11 of the TOP20 systems in Japan have been installed or upgraded within32



the last 12 months.3.7 ConclusionsThe Japanese supercomputer manufacturers succeeded in bringing their newCMOS based supercomputer generation to the market. However, Fujitsu, Hi-tachi and NEC decided for di�erent ways to lead their customers to highlyscalable systems. While Fujitsu decided for powerful vector processors com-bined with distributed memory and a crossbar network, NEC continued in thePVP style with shared memory. Hitachi, on the other side, decided for an MPPsystem based on a RISC processor enhanced by \pseudo vector" capabilities.Thus, all three vendors continue to o�er in some way vector processing. AJapanese customer can therefore easily select between three di�erent architec-tures whatever �ts best to his application. This combination of continuity andinnovation is for sure very attractive not only for Japanese customers but hasalready shown success in the world market.
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TOP20 Supercomputers - JapanN Manufacturer Installation Site Field of # Rmax Nmaxlocal Computer Location/Year Application Proc. Rpeak N1=2world [M
op/s]1 Hitachi Center for Computational Physics, Univ of Tsukuba Academic 2048 368200 1036801 CP-PACS/2048 Tsukuba Japan /1996 614000 307202 Fujitsu NAL Research 167 229700 661322 Numerical Wind Tunnel Japan /1996 Aerospace 281000 180183 Hitachi University of Tokyo Academic 1024 220400 1382403 SR2201/1024 Tokyo Japan /1996 307000 345604 Intel Japan Atomic Energy Research Research 2502 103500 .6 XP/S-MP 125 Japan /1996 125100 .5 Fujitsu National Lab. for High Energy Physics Research 80 98900 326408 VPP500/80 Japan /1994 128000 100506 Fujitsu Kyushu University Academic 56 94300 1002809 VPP700/56 Kyushu Japan /1996 123200 82807 NEC NEC Fuchu Plant Vendor 32 60650 1000017 SX-4/32 Tokyo Japan /1995 Benchmarking 64000 15608 NEC Osaka University Academic 32 60650 1000018 SX-4/32 Osaka Japan /1996 64000 15609 NEC Osaka University Academic 32 60650 1000019 SX-4/32 Osaka Japan /1996 64000 156010 Fujitsu Japan Atomic Energy Research Research 42 54500 .22 VPP500/42 Japan /1994 67200 .11 Fujitsu Nagoya University Academic 42 54500 .23 VPP500/42 Nagoya Japan /1995 67200 .12 Fujitsu National Genetics Research Lab. Research 40 52070 .26 VPP500/40 Japan /1995 64000 .13 Fujitsu Tokyo University - Inst. of Solid State Physics Academic 40 52070 .27 VPP500/40 Tokyo Japan /1994 64000 .14 Fujitsu The Angstrom Technology Partnership Research 32 42400 2073639 VPP500/32 Tsukuba Japan /1993 51200 494015 Fujitsu Tsukuba University Research 30 39812 .40 VPP500/30 Tsukuba Japan /1993 48000 .16 NEC Japan Marine Science and Technology Research 20 38195 .41 SX-4/20 Japan /1995 40000 .17 NEC National Research Institute for Metals Research 20 38195 .42 SX-4/20 Japan /1996 40000 .18 NEC Toyota Central Research Development Industry 20 38195 .43 SX-4/20 Japan /1996 Automotive 40000 .19 Fujitsu Institute of Physical and Chemical Res. (RIKEN) Research 28 37225 .44 VPP500/28 Tokyo Japan /1993 44800 .20 Fujitsu Japan Atomic Energy Research Research 16 34100 5920046 VPP300/16 Japan /1996 35200 3520Mannheim/Tennessee November, 18,199635



Chapter 4High PerformanceComputing in EuropeUwe HarmsHarms Supercomputing ConsultingBunsenstr. 5 M�unchenGermany4.1 General SituationCray has just installed 22 T3Es worldwide and 15 of them in Europe. Theyannounced it beginning of October to the Top500 board, so the situation haschanged within one week drastically - only one European T3E system was listedin the Top500 of end of September. So we had to integrate them and to give animpression of the in
uence of 22 computers.The total number of Cray systemsincreased from 120 (24%) October 1996 to 132 (26.4%) in the November list,and 5 T3Es to 23 in this actual list.Although several countries in Europe installed new machines (e.g. Spainfrom one system last year to 5 this year) the total number of systems in Eu-rope decreased to 132 that is 26% of the worldwide installations. In 1995 wecould report that 140 systems are in used here. This time Rmax grew from 808G
ops/s and Rpeak from 1180 G
ops/s to 1.7 T
op/s (22% of the worldwidecapacity) and 2.4 TFlop/s (22%) respectively. It is interesting to note that thisyear the percentage grew by 30% compared to 1995, at that time Europe held17% of the worldwide �gures. The growth in Rmax and Rpeak comes to morethan 100%, much higher than the world trend of 32% in Rmax and 60% in Rpeak ,comparable to the world trend.The major delay of the delivery of Cray's T3E with all the ordered processorscauses an smaller percentage in the Top500 than expected. In Germany for36



example the following institutions ordered T3Es, Max-Planck-Ges. in Garching(400 processors, 128 delivered), the Research Center Juelich (512 processors,actually delivered 136) and Univ. Stuttgart (512, now having 128). This meansthat Juelich and Stuttgart would have been number 4 and 5 in the list with about190 G
op/s, Garching about 150 G
op/s. Thus we miss about 350 G
op/scompared to the procurements only with these three installations. In otherEuropean countries there are also orders for more and bigger T3Es.This time the most powerful machine in Europe - still in the UK as lastyear - changed from an American vendor to a Japanese one, from Cray T3D toFujitsu's VPP 700 with 46 processors, a vector-parallel machine, at ECMWF inReading that is number 10 worldwide. This weather forecast center moved fromCray (C90s and T3D) machines to the Japanese vendor and installed the �rstprocessors in March this year. Some details will be mentioned in the UK section.Number two in Europe is a Cray T3E 256 processors in France at CNRS/IDRIS,followed by the 32 processor NEX SX-4 machine in Germany at Stutgart. Thisyear Europe jumped back with 8 computers into the �rst 50 Top500 machines,compared to 6 last year, from whom one was a vendor machine.In Europe HPC computers are mainly used in academic and research environ-ment, about 73% compared to 23% for industrial usage, vendors and classi�edinstitutions can nearly neglected with 2% compared to America. The academiaand research fall back to 96 computers compared to 105 in 1995. This meansthat not so powerful computers have left this list and had not been replacedby faster computers. If one changes to Rmax, academic and research keep thepercentage with 82% (1.4 T
op/s), an increase compared to the last year, alsoin Rmax of 220%, 630 G
op/s in 1995. An other interesting fact can be seen,research was pushed by the local governments. Last year their Rmax was com-parable (310 G
op/s), now academia comes to 500 G
op/s compared to 940 onthe research side. Industry came to 13%, Rmax grew from 122 G
op/s to 220,nearly doubled. A similar situation can be observed with Rpeak .Industry uses smaller and less powerful Top500 computers (mean value7/9 G
op/s, Rmax/Rpeak) than research (17/25 G
op/s), academia (11/16G
op/s) and classi�ed institutions (18/24 G
op/s). Compared to Europe,Japan has access to much powerful machines (Rmax) in the di�erent areas,academia 40 G
op/s, research 27 G
op/s and industry 12 G
op/s. If one looksat USA/Canada the academia gets 13 G
op/s, research 20 G
op/s, industry 8G
op/s and the classi�ed come to 13 G
op/s Rmax performance. Surely thischanges, when the all the ordered machines are in operation in Europe. We willsee the results in June.Europe does not want their own machines, or the acceptance is too low, only5% of all the computers. They buy American HPC computers machines, 83 %of the computers, but the Japanese are improving their market share from 8to 11%. Nearly the share can be found with Rmax. American computers sumup to 79% while the Japanese come to 18%, the rest are European computers.This underlines again the dominance of US-incorporated, but that the Japanese37



computers are now accepted by users and the heads of the computer centers.4.1.1 Distribution on country groupsAlthough most of the countries in Europe decreased in numbers, some could stayat the same number, for example Germany still 51. France dropped from 24 to17 and Poland from 3 to 1, the big countries are still leading. The percentagesof the computers and the Rmax of some countries in relation to the European�gures: Germany 39%/38%, UK 14%/21%, France 13%/14% and surprisinglySwitzerland 7%/9% and the Netherlands with 7%/6%. These �gures show that80% of the machines and 88% of the Rmax are collected in these countries. Toshow the Rmax �gures of the available performance: Germany 666 G
op/s, UK361 G
op/s, France 239 G
op/s, Switzerland 151 GFlop/s, Netherlands 112G
op/s, the other countries as Italy, Denmark, Spain, follow in the range of 30- 40 G
op/s. The rest is nearly neglectable.Comparing the actual results with the last years list, the improvement inRmax can be seen clearly, in 1995 we got in: Germany 277 G
ops/s (240%), UK144 G
ops/s (250%), France 124 G
ops/s (190%), Switzerland came up to 96G
ops/s (157%), as Benelux 53 GFlops/s (211%).Eastern Europe fall back this year and is still underdeveloped in the super-computer �eld, only a Convex in Poland and Slovenia are listed.As you compare the factor Rmax/machine concerning the di�erent countries,one can recognize the "best" equipped countries: Switzerland this year comesto 13 G
ops/s/computer (10 in 1995), UK 20 (8.5 in 1995), Germany 12 (5.4),France 14 (5.2). The factor for Europe as a total divides to 13 G
p/s/machine(6 last year). If one sets these results in relationship with the other continents,Japan 30 (17 in 1995) and the USA with 13 (10 in 1995). Compared to America,the European countries now had made up this time.4.1.2 The di�erent manufacturersNumber one in Europe in machines on the vendors side is Cray, 42 systems and783 G
op/s, if one adds the SGI �gures, 20 machines and 126 G
op/s, nearly50% of the machines and 52% of Rmax show the dominance of this new groupin Europe. As the SGIs are not extremely high ended, the decrease from 34systems in 1995 to 20 machines. They are followed by IBM, 35 computers (7%)of Europe and 322 G
op/s (19%). Last year IBM came up to 41 machines,Cray Research to 28 pieces. HP-Convex is still active with its SPP machine, 8computers (7%) with 53 G
op/s, two new Exemplar S-class have been sold inGermany. Very interesting is the improvement in �gures of NEC, from 4 lastyear to 7 now and a performance of 182 G
op/s (10%). Fujitsu/Siemens Nixdorfgot the same number but improved the Rmax performance to 170 G
op/s (10%).There is one bad aspect, European vendors don't play a role in the Top500business. Meiko is represented by only two machines in Europe, two others at38



Lawrence Livermore in the US. Parsytec decreased from 10 to only 6 systems,5 in Europe and one in Japan. In this list we are missing the Italian companyAlenia Spazio again that took over/cooperates with Meiko - they are mainlyselling their computers in the theoretical physics arena. The UK based vendorof parallel systems Parsys probably has not sold big systems - they use theDigital Alpha processor.4.1.3 ArchitecturesLast year I mentioned the trend that SMP's are in. Because of the lack in Rmaxperformance this changed like a wave this year.MPPs are still the number one in Europe, 92 systems (70% of all architec-tures) with an Rmax of 1.32 T
op/s (76%) - a mean value of 14 G
op/s/computer.Japan has about double the performance with nearly half the machines, 47MPPs with a peak of 1.8 T
op/s, nearly 38 G
op/s/computer. Although Amer-ica is leading here too, they do not use such powerful MPPs, 170 systems withan Rmax of 2.8 T
op/s. The percentage of MPPs compared to all the machinesin the region comes to 60% in numbers and 77% in performance in Japan, and63% and 78% in performance in America. Last year we found 81 machinescompared to 89 in 1994, with an Rmax of 534 G
ops/s versus 274 G
ops/s in1994. This shows that MPPs are very important in respect to the LINPACKbenchmarkBut the vector machines are still workhorses in the computer centers, 22computers (17% of the European) vector processors with 320 G
op/s (18%).The number had reduced from 27 machines but grown to 188% in the perfor-mance with 170 G
ops/s last year.SGI and other SMP vendors had to stop their attack in the top HPC market.From 33 systems with an Rmax of 104 G
ops/s in 1995 they decreased to only18 machines with 100 G
op/s. The same trend can be seen in Japan, therethey have nearly no importance, 3 machines with 18 G
op/s. In the US thenumber reduced from 74 last year to 46 this year. With an minimal performanceincrease from 248 to 255 G
op/s. But one should not forget that the SMPs arenot dedicated for the top high-end market but are used heavily in the CAD andCAE departments for example in the automotive industry.Thus in total the trend in the Top500-HPC systems shows the still growingimportance of MPPs.4.2 GermanyGermany is much stronger than ever and again the leader in Europe. In short:39% of the computers in Europe, and 10% worldwide, in all 51 pieces; 38% inRmax in Europe and 8% worldwide with 666 G
op/s; 38% of Rpeak in Europeand 8% compared to the world with 918 G
op/s.39



There are some major changes in the philosophy of HPCN in academia andresearch and a new approach will be realized. The proposal of the GermanWissenschaftsrat to install two to four HPC centers for Germany is now in therealization phase. On the research side this is Research Center Juelich, a CrayT90 12 processors, a Cray T3E 512 processors (actually there are 136 installed),a Cray J90 and Cray M94. It supports the German theoretical physics andchemists with 50% of its computing power, 35% can be used by the ResearchCenter itself. The last 15% are scheduled for industrial projects. In the �eld ofchemistry, exploration end environmental sciences they now o�er expertise oftheir institutes and the HPC power to the industry. This approach will improveand speed up the transfer of research results from the centers to industry.The other just opened center is in Stuttgart, there the University, PorscheAG and debis Systemhaus cooperate in a joint company. At the Universitythey have installed a NEC SX4 32 processors, a Cray T3E 512 processors isscheduled (128 delivered), at debis Systemhaus a Cray T90 4 processors, aC90 and a J90 are accessible. The University is o�ering 50% of its power toacademic researchers all over Germany. About 7% is reserved for industry, debisSystemhaus distribute the computing time within the Daimler-Benz Group andwill sell it to major companies but also to small and medium enterprises. Another, just published idea will be realized at debis Systemhaus for engineers ofthe Daimler-Benz Group. If a research project with very innovative elementsneeds HPC computing time, the researchers can apply for a funding that willbe granted by a Research Council of Daimler.With these two centers it is now possible to support industrial users at their�rst steps on HPC machines on a low level of costs. There is no need to installsystems, but only to use them.As the University Stuttgart mentioned during the opening ceremony, severalEuropean research institutes showed their interest to use the machines in thisnew center. That opens new perspectives for an inter-European HPC usage.In Bavaria, just before Christmas, LRZ (Leibniz Computer Center of theBavarian Academy of Sciences) in Munich and SNI signed a contract for a majorVPP700 system. In March about 36 processors will be installed|2 of them arerented to University Erlangen-Nurenberg. In a second step 14 more processorswill be added. This 52 processor systems will serve as the HPC computer for thestate of Bavaria. This will add approximately 90 GFlop/s Rmax in Germany.Some details on these activities can be found in the last Top500 issue andPrimeur, the European virtual magazine (http://www.hoise.com/primeur).4.3 United KingdomIn 1996 UK improved its number of systems a bit to 18, but much better theperformance rather drastically, from 144 G
op/s to 360 in Rmax and from 200to 470. These �gures mean in installations 14% of Europe and 4% worldwide,40



21% of Europe and 5% worldwide of Rmax and 20% Europe and 4% of the worldof Rpeak.A very interesting fact is that Fujitsu won the big procurement of ECMWF inReading, the European weather forecast center. They declared that this machine�ts their requirements. In March this year they installed a 16 processor VPP300that should perform comparable or better to the old Cray C90-16. The nextstep mid of this year an improvement of a factor of 5, in March 1998 the tenfoldimprovement and in September 1998 the factor of 25. The United KingdomMeteorological O�ce in Bracknell installed a Cray T3E with 128 processors. Sothe meteorologists work with di�erent computers. That reminds me of the earlydays of HPC, when ECMWF had a Cray and their British colleagues a CDCCyber 205.An other interesting event started Hitachi, the �rst parallel machine outsideJapan was installed at their research center in Great Britain. Then they soldan SR2201 to University of Cambridge.4.4 FranceThis year there are only 17 machines in France (13% of Europe, 3% of the world)which deliver an Rmax of 240 G
op/s (14% Europe, 3% world) and an Rpeak of356 G
op/s (15% Europe, 3% world). Their �st machine ranks on number 11,a very powerful Cray T3E with 256 processors. In France there is a variety ofmachines from di�erent vendors.4.5 BeneluxThis year Belgium fall out of the list, but the small Luxembourg entered it withone machine, a PowerChallenge with 5 G
op/s. In the Netherlands 9 systemscan be accesses, 112 G
op/s Rmax and 140 G
op/s Rpeak . Big Blue is stilldominant with 6 machines, mainly used by Shell, 5 systems, a Cray T3E andJ90 and an NEC SX4.4.6 SwitzerlandAlthough a small country, it has the highest usage of HPC when combiningeconomical factors like inhabitants or net growth into this study. In total 9machines with an Rmax of 151 G
op/s are installed, nearly of each system onemachine, one Cray (25 G
op/s), one Digital (5 G
op/s), two IBMs (18 G
op/s),one Intel (19 G
op/s), one Meiko (5 G
op/s), two NEC (42 G
op/s) and oneSGI (16 G
op/s). The HPC machines are used in the academic and researchenvironments, although the SCSC/CSCS center in Manno that is equipped with41



two NEC machines, SX-3 24, SX-4 16 and parallel systems from NEC, is activelyworking to attract industry. This compares to the approach in Germany.
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TOP20 Supercomputers - EuropeN Manufacturer Installation Site Field of # Rmax Nmaxlocal Computer Location/Year Application Proc. Rpeak N1=2world [M
op/s]1 Fujitsu ECMWF Research 46 94300 10028010 VPP700/46 Reading UK /1996 Weather 101200 82802 Cray CNRS/IDRIS Research 256 93200 5366411 T3E LC256-128 Orsay France /1996 154000 110403 NEC Universitaet Stuttgart Research 32 60650 1000020 SX-4/32 Stuttgart Germany /1996 64000 15604 Cray Forschungszentrum Juelich (KFA) Research 136 53100 .24 T3E LC136-128 Juelich Germany /1996 81800 .5 Cray University of Edinburgh Academic 512 50800 5785632 T3D MC512-8 Edinburgh UK /1996 76000 71366 Cray Max-Planck-Gesellschaft MPI/IPP Research 128 50430 5884833 T3E LC128-128 Garching Germany /1996 77000 73927 Cray United Kingdom Meteorological O�ce Research 128 50430 5884835 T3E LC128-128 Bracknell UK /1996 Weather 77000 73928 Cray Universitaet Stuttgart Research 128 50430 5884836 T3E LC128-128 Stuttgart Germany /1996 77000 73929 NEC National Aerospace Laboratory (NLR) Research 16 30710 1000049 SX-4/16 Noordoostpolder Netherlands /1996 Aerospace 32000 89010 NEC Swiss Scienti�c Computing Center (CSCS) Research 16 30710 1000051 SX-4/16 Manno Switzerland /1996 32000 89011 Cray Defense Research Agency Classi�ed 256 25300 4096062 T3D MC256-8 Farnborough UK /1994 38000 491812 Cray Ecole Polytechnique Federale de Lausanne Academic 256 25300 4096064 T3D MC256-8 Lausanne Switzerland /1994 38000 491813 Cray ZIB/Konrad Zuse-Zentrum fuer Informationstechnik Academic 256 25300 4096067 T3D SC256-8/464 Berlin Germany /1995 38000 491814 Cray CSC (Center for Scienti�c Computing) Academic 64 25190 3993668 T3E AC64-128 Espoo Finland /1996 38000 489615 Cray TUD (Technical University Delft) Academic 64 25190 3993671 T3E AC64-128 Delft Netherlands /1996 38000 489616 Cray University of Trondheim Academic 64 25190 3993672 T3E AC64-128 Norway /1996 38000 489617 Fujitsu Universitaet/Forschungszentrum Karlsruhe Academic 10 22350 .76 VPP300/10 Karlsruhe Germany /1996 22000 .18 IBM KTH - Royal Institute of Technology Research 110 20370 .80 SP2/110 Stockholm Sweden /1996 29210 .19 Intel ETH Academic 450 18700 .85 XP/S-MP 22 Zuerich Switzerland /1995 22500 .20 IBM Universitaet/Forschungszentrum Karlsruhe Academic 84 17920 .88 SP2/84 Karlsruhe Germany /1996 25870 .Mannheim/Tennessee November, 18,199643



Chapter 5The TOP25 SupercomputerSites Horst D. SimonLawrence Berkeley National LaboratoryMail Stop 50B 4230University of CaliforniaBerkeley, CA 94720AbstractIn this short note the Top25 supercomputer sites worldwide are introduced.This list of the Top25 sites has been compiled based on the information givenin the Top500 report. First we brie
y explain how this list was establishedand comment on recent changes. For most of the top twenty�ve supercomputercenters we provide a short description of facilities, equipment, and mission.5.1 IntroductionThe Top500 [1] provides an opportunity to rank the top supercomputer sitesworldwide. In the Top500 report the 500 highest performing supercomputersare listed. The measurement of performance is based on the Linpack bench-mark as reported in [2]. All the information here is based on the Top500 listof November 1996. We use results from this list because it provides the mostcomprehensive list of supercomputer sites. Also real Linpack �gures are avail-able for all the machines on the list. Some of the limitations of using Linpackand relying on the Top500 list are discussed elsewhere [4].44



An alternative \List of the World's Most Powerful Computing Sites" is com-piled by Ahrendt [5]. This list is based on the NAS Parallel Benchmarks codeBT [6]. There is considerable overlap between these two lists. BT as bench-mark generally does not perform as well on highly parallel machines as Linpack,when compared to vector machines. Also BT results are not always immediatelyavailable on new machines, so [5] resorts sometimes to estimates and extrapo-lations. On the other hand the list [5] is updated more frequently. In general,however, the results and the ranking are fairly consistent. The main point hereis that we will give some additional information about the supercomputer sites,beyond just a listing of machines. This provides a general overview and point-ers to further reading, on what the most powerful supercomputers on earth areactually used for.5.2 List of the TOP25 SitesThe TOP25 list of supercomputer sites is given in Table 5.1. This list hasbeen established by simply adding the Linpack Rmax performance in G
op/sof all supercomputers installed at a given site. Generally under a \site" we havecombined supercomputers, which are installed in the same geographical location,and belong to the same organizational unit. Thus all machines belonging toa university on the same campus were added, even though they might be indi�erent departments. The previous ranking from November 1995 is given inthe second column (see [7]).The list does not contain any of the vendor machines. Most of the super-computer vendors have substantial compute capabilities, which would make theTOP25 centers list. However, the intent of this list is to give an indicationwhere most compute power in terms of scienti�c and research applications isconcentrated. Therefore we decided to list the vendors separately in Table 5.3.In all tables the column \machines" lists the machines whose performancehave been added to reach the total performance for a site. The integers referto the ranking of these supercomputers on the Top500 list. The performancecolumn lists the aggregate performance of all the machines at the site in LinpackRmax-G
op/s. An overview of many of the supercomputers in use is [3].There are several intriguing observations one can make from Table 5.1. Inorder to qualify as a top supercomputer site, and installation must have at leasta machine with about 70 G
op/s performance. This is almost twice the cuto�one year ago, which was about 35 G
op/s. Three years ago the cuto� wasonly 13.7 G
op/s, and 70 G
op/s would have placed an institution on ranktwo. There has been a tremendous acceleration of available cycles at the topsupercomputer centers. In 1996 again the number of machines at Top25 sitesand their share of the total performance in G
op/s increased slightly.Another signi�cant change is in the geographical distribution. In 1996 themost important change was that there were three European centers which45



Table 5.1: TOP25 Supercomputer Sites1995 Institution Machines Perf.1 24 Tsukuba University 1, 40 408.02 9 Tokyo University 3, 27, 58, 180, 485 315.43 1 National Aerospace Lab. (NAL), Tokyo 2, 191 239.74 11 Japan Atomic Energy Research 6, 22, 46, 118, 365, 391 217.85 3 National Security Agency 7, 53, 107, 127, 249, 291, 322, 195.5435, 442, 4466 4 Los Alamos National Laboratory 21, 28, 66, 196, 197, 370, 393 166.97 13 Pittsburgh Supercomputing Center 13, 31, 143 157.78 2 Oak Ridge National Laboratory 5, 104, 178 154.39 5 Sandia National Labs, Albuquerque 2 143.410 6 University of Minnesota 25, 29, 284, 362, 400, 443 126.411 Osaka University 18, 19, 475 126.212 19 Lawrence Livermore National Laboratory 32, 38, 65, 438, 441 123.713 ECWMF, Reading, UK 10, 128, 164 120.814 Univ. Stuttgart, Germany 20, 36, 334 117.315 CNRS/IDRIS, France 11, 160, 278 112.916 DOD/CEWES, Vicksburg 12, 124 106.917 7 Natl. Lab. High Energy Physics, Japan 8 98.918 Kyushu University 9 94.319 8 Cornell Theory Center 12 88.420 12 Tohuku University 74, 79, 145, 169, 209, 425 85.821 22 NCSA, Univ. of Illinois 52, 95, 211, 221, 244, 264, 292 85.022 NERSC, Lawrence Berkeley Nat. Lab. 34, 140, 373, 374, 375 81.523 10 Maui HPCC 16, 175 78.824 15 Atmospheric Env. Serv., Dorval, Canada 48, 73, 82 73.925 23 Caltech/JPL 61, 103, 120, 251, 261 69.6Total 95 Systems 3589.1Percentage 19.0% 44.9%
46



entered the Top25 list. In 1995 there were no European sites among theTop25 _Table 5.2 shows the change in the geographical distribution of the cen-ters. Table 5.2: Geographical DistributionRegion 1995 1996USA/Canada 15 14Japan 10 8Europe 0 3The list also shows how much U.S. government spending dominates the su-percomputing world. All 13 U.S. sites directly or indirectly are funded by theU.S. government. There are 9 U.S. government laboratories/centers (5 Depart-ment of Energy, 1 classi�ed, 1 NASA, 2 Dept. of Defense), and the �ve U.S.universities receive their support for supercomputers from the NSF or DoD(Minnesota). However, also the foreign sites are also all falling into the samecategory, and are government institutions in their countries.5.3 Vendor SitesMost of the supercomputer vendors maintain substantial benchmarking capa-bilities. These are usually distributed worldwide. Since the vendor centers aregeared towards benchmarking and internal software development, we in 1995decided not to list them in the same list as the Top25 supercomputer centers,which are geared towards research. In Table 5.3, we list the all vendor sites.Only the �rst two, Cray and IBM, would have made it to the Top25 list. How-ever, we believe that the vendors no longer report benchmarking machines forthe Top500 since there is a limit to the number of vendor machine which canbe reported.5.4 Background Information about some of theTOP25 sitesWherever available some short summary of the mission and the environment ofthe Top25 sites will be given below. If not noted otherwise, this informationwas gathered from home pages of these sites on the world wide web (WWW).Many of the supercomputer sites have created such home pages. In order tofacilitate browsing the net, URLs for site home pages are given.47



Table 5.3: TOP Vendor SitesInstitution No. of Machines Perf.1 Cray Res. 8 96.12 IBM 1 88.43 NEC 1 60.74 Hitachi 2 42.65 Fujitsu 3 27.26 SGI 2 22.47 HP/Convex 2 18.38 Digital 1 6.7Total 362.45.4.1 University of Tsukuba, Center for ComputationalPhysics, 408.0 G
op/sSource: http://www.rccp.tsukuba.ac.jp/The new entry on theTop500list, which propelled the University of Tsukubato the �rst place of the list is the CP-PACS computer. For the industrial partnerfor manufacturing of the CP-PACS computer, Hitachi Ltd. was selected in thesummer of 1992 by a formal bidding process. The Project members have sinceworked in a close collaboration with Hitachi Ltd. for the development of thecomputer.The �rst three years of the Project (1992-1994) were spent in the basicand detailed designs of the CP-PACS computer and their veri�cation throughsimulations. Chip fabrication and assembling of parts started in early 1995.The �rst stage of the CP-PACS computer consisting of 1024 processing unitswith a peek speed of 307 G
op/s were completed in March 1996. An upgradeto a 2048 system reaching the peek speed of 614 G
op/s began in August of1996, which has been completed at the end of September 1996.In computational physics the project aims to use the CP-PACS computerfor carrying out research in the areas of particle physics, condensed matterphysics, and astrophysics. A major goal of the Project is to signi�cantly ad-vance numerical study of lattice QCD in particle physics. QCD (QuantumChromodynamics) is believed to be the fundamental theory of strong interac-tions of elementary particles such as proton, neutron and pion. Large-scalenumerical simulations will be pursued with the CP-PACS computer in order toverify the theory and to extract new physical predictions. Important problemsalso abound in condensed matter physics (strongly interacting electron systemsand high-temperature superconductivity, ab initio calculations of material prop-erties etc.) and in astrophysics (gravitational collapse, large-scale structure of48



the Universe etc.). Application of the CP-PACS computer to these areas willalso be pursued.5.4.2 University of Tokyo, Japan - 315.4 G
op/sSource: http://www.ecc.u-tokyo.ac.jp/index-e.htmlThe Computer Centre was established in 1965 as a national shared facilityto o�er computing, data processing and information retrieval to researchers inuniversities, junior colleges and specialized high schools and graduate students.Currently, the Centre is one of 7 such shared computer centers and is makingclose contact, information interchange and coordination with other centers andalso with NACSIS (National Center for Science Information System) throughvarious committees, coordinating meetings and research groups.The main system is a 1024 processor Hitachi SR2201 parallel computer,which is very similar to the CP-PACS system, and which was installed in 1996.5.4.3 National Aerospace Laboratory NumericalWind Tun-nel, Tokyo, Japan - 239.7 G
op/sSource: http://www.jicst.go.jp/www/Institutes/nal/contents.htmlThe laboratory was founded as the National Aeronautical Laboratory in1955, and the space division was incorporated into the newly-designated Na-tional Aerospace Laboratory (NAL) in 1963. Since then, NAL has conductedresearch and development related to aircraft, aeroengines and rockets. At thesame time, NAL has directed its e�ort towards constructing large-scale test fa-cilities for common use with other Government organizations. NAL's researchactivities have made many important achievements in the �eld of aerodynamics,material strength, structural mechanics, aeroengines and control systems.Major Areas of Research activities in the Computational Sciences Divisionare focused on numerical simulation technology, ranging from basic to applied,which is now a key technology in research and development in the �eld of aero-nautical and space technology. Research on applied arti�cial intelligence andimage processing is also being conducted. Additionally, the Computational Sci-ences Division is responsible for the management and operation of the NumericalSimulator.Numerical simulation technology is a key research and development tech-nology in the �eld of aeronautics and astronautics, which has been advancingrapidly together with the evolution of ultra-high speed computers. NAL's ef-forts are devoted to the research and development of numerical simulation tech-nologies for results of studies on mathematical and numerical analysis, parallelcomputers, and image processing. The developed software packages are e�ectivedesign tools for aircraft and spacecraft in Japan.The main computational resource at NWT is is a unique parallel computersystem of distributed memory architecture composed of vector processors. NWT49



consists of 140 Processing Elements (PE), two Control Processors(CP) andCrossbar Network. That is, each PE itself is a vector supercomputer similarto VP400. Each PE has 256 MBytes of memory and peak performance of 1.7G
op/s. PE has Vector Unit, Scalar Unit and Data Mover which communicateswith other PE's. PE is 50% faster than the standard VP400 and same size ofmemory. CP has 128 MB of memory. CP manages NWT and communicateswith VP2600 through SSU. CP's do not execute real computation of CFD code.The cross-bar network has 421 MByte/s x 2 x 142 performance between eachprocessors. The total performance of NWT is 236 G
op/s and 35 GB mainmemory.5.4.4 Japan Atomic Energy Research Institute, Japan -217.8 G
op/sSource: http://www.jicst.go.jp/www/Institutes/jaeri-n/contents.htmlAs the central area of its research and development, the Japan Atomic En-ergy Research Institute(JAERI) has continued to search for future opportunitiessince Japan started development and utilization of atomic energy. At present,JAERI aims at developing innovative technologies such as new atomic energy,maintenance and security of higher safety in nuclear facilities, and expandedutilization of radiation, and it is coping with challenges which are yet known.As an organization researching atomic energy in general, JAERI has a varietyof R&D themes, most prominently from the stance of a builder of the future,"to build tomorrow with atomic energy".This cannot be achieved without integrating a variety of excellent technolo-gies. In JAERI, �ve Research Establishments and two Research Facilities areengaging in their respective research activities and to integrate these activitiesenables the unique research and development at JAERI. JAERI's comprehen-sive research activities, not only serve as scienti�c and technological basis fornuclear development in Japan, but also contribute to the nuclear developmentof all over the world through international cooperation.In the Research Support Computing and Information Systems Center a hugeamount of scienti�c and engineering computation indispensable for key R&Ds isprocessed by main computer systems. To also meet the needs of advanced R&Ds,pioneering applications such as parallel computing are now under development.5.4.5 National Security Agency, Fort Meade, Maryland -195.5 G
op/sSource: http://www.nsa.gov:8080The National Security Agency/Central Security Service is responsible forthe centralized coordination, direction, and performance of highly specializedtechnical functions in support of U.S. Government activities to protect U.S.communications and produce foreign intelligence information. The National50



Security Agency (NSA) was established by Presidential directive in 1952 as aseparately organized agency within the Department of Defense under the direc-tion, authority, and control of the Secretary of Defense, who acts as ExecutiveAgent of the U.S. government for the production of communications intelligence(COMINT) information.Detailed information about the computational resources at NSA are notdirectly available. However, it is believed that the largest Cray T3D ever built,a 1024 processor machine, is installed there. Evidence for the existence of thismachine are NAS Parallel Benchmarks results, which were run on a 1024 T3Dbefore this machine was installed at a "classi�ed" site. More recently there mighthave been two 128 processor Cray T3Es installed as well. These machines arenot counted on the Top500list. The count of actual machines at this site maybe inaccurate, but NSA is de�nitely a TOP10 site as far as supercomputing isconcerned.5.4.6 Los Alamos National Laboratory - 166.9 G
op/sSource: http://www.acl.lanl.gov/Home.htmlLos Alamos National Laboratory has a long history in high performancecomputing going back to the early �fties, when machines such as the MANIAC,IBM 701, MANIAC 2, and IBM 704 were installed at Los Alamos NationalLaboratory. The Advanced Computing Laboratory (ACL) is one of the fourDOE High Performance Computing Research Centers established by the O�ceof Energy Research. In addition to the ACL LANL houses substantial additionalcomputational resources, some of which are classi�ed.In 1996 the main computational resource at LANL continues to be a 1056node CM-5, the largest CM-5 ever built, as well as a large 512 processor CrayT3D. LANL is part of the DOE ASCI and has announced the acquisition ofan array of SMP based on SGI/Cray technology. This will eventually lead to amultiple Tera
op/s system by 1998.5.4.7 Pittsburgh Supercomputing Center - 157.7 G
op/sSource: http://www.psc.edu/Pittsburgh Supercomputing Center (PSC) is a joint project of Carnegie Mel-lon University and the University of Pittsburgh together with WestinghouseElectric Corporation. It is one of four national supercomputing centers fundedby a grant from the National Science Foundation, and a member of the NationalMetaCenter for Computational Science and Engineering.In 1996 PSC upgraded in computational capability signi�cantly by acquiringa 256 node Cray T3E which eventually will be upgraded to 512 processors.51



5.4.8 Oak Ridge National Laboratory - 154.3 G
op/sSource: http://www.ccs.ornl.gov/The Center for Computational Sciences(CCS) at Oak Ridge National Labo-ratory (ORNL) is one of the four high performance computing research centersestablished by the United States Department of Energy (DOE) to provide state-of-the-art resources for Grand Challenge computing.The main computational resource at ORNL is an Intel Paragon with 3072Intel i860XP processors. This is one of the more recent Intel installations, whichfeatures the MP node (with two 
oating point processors per node).5.4.9 Sandia National Labs, Albuquerque - 143.4 G
op/sSource: http://www.cs.sandia.gov/The Department of Energy's Sandia National Laboratories is one of thenation's largest and most diverse research and development facilities. It employsmore than 8,000 people at two locations in New Mexico and California. Oneof Sandia's strengths is in computational and experimental mechanics whereseveral advanced code development e�orts are in progress. These codes are runon state-of-the-art vector and massively parallel computer systems at Sandia.They support internal customers with analysis capabilities and the codes are alsodistributed to external customers. In addition, Sandia makes use of commercialand externally developed codes when applicable.The highly parallel supercomputers are located at Sandia's Massively Paral-lel Computing Research Laboratory (MPCRL) in Albuquerque, NM. The maincomputational resource at Sandia is the largest Intel Paragon, a 3680 processormachine. Several applications which run in excess of 100 G
op/s have beendeveloped at Sandia. Sandia announced in 1995 that it will acquire a Tera
opscomputer in 1996, under a joint research contract with Intel in the frameworkof the new DOE ASCI program. Intel won the contract to build this machinebased on an MPP design with more than 8000 Pentium based processors. TheTera
op/s benchmark goal was met in late December 1996. The machine wasunfortunately not installed in time to be included in the 1996 Top500 list.5.4.10 University of Minnesota - 126.4 G
op/sSource: http://www.msc.edu/ and http://www.arc.umn.edu/html/ahpcrc.htmland http://www.lcse.umn.edu/Resources at the University of Minnesota include supercomputers at severalUniversity associated or managed centers such as the Minnesota SupercomputerCenter, the Army High Performance Computing Research Center (AHPCRC),and the \Laboratory for Computational Science and Engineering".AHPCRC is a university led research and educational consortium. Con-sortium members include the University of Minnesota as prime contractor and52



Howard, Jackson State, and Purdue Universities. The AHPCRC is funded bythe Army Research O�ce's Division of Mathematical and Computer Sciences.The AHPCRC mission is to advance the state of the art in heterogeneous andnetworked high performance computing, to educate Army researchers and thenext generation of engineers and scientists in new techniques in high perfor-mance computing, and to promote technology transfer and encourage jointresearch and development projects which include both university and Armyresearchers.5.4.11 Osaka University - 126.2 G
op/sSource: http://www.center.osaka-u.ac.jp/center/The Computation Center, Osaka University was formed 1962 to providecomputing facilities to researchers in this university. In 1969, it became one ofthe seven computation center on the recommendation of the Science Council ofJapan for supporting researchers nationwide belonging to universities, collegesand other academic organizations. In 1996 the university installed two NEC-SX4 machines with 32 processors each, which moved it ahead in the list.5.4.12 Lawrence Livermore National Laboratory - 123.7G
op/sSource: http://www.llnl.gov/comp/Livermore Computing (LC) provides leading-edge computational infrastruc-ture to support the development and application of breakthrough science andtechnology to address pressing national issues. LC has been a leader in the devel-opment of high-performance computing since the Lawrence Livermore NationalLaboratory (LLNL) was founded in 1952. LC developed the �rst time-sharingsystem in the 1960s and 1970s, large archival storage systems in the 1970s and1980s, and distributed architectures in the 1980s and 1990s. Our objective forthe mid-90's and beyond is tera-scale computing, featuring tera
op process-ing, terabyte networking, and petabyte archives accessible through the globalnetwork.In 1996 Lawrence Livermore National Laboratory has selected IBM for awardof a $ 93 million contract to build a 3 T
op/s supercomputer. The IBM RS/6000SP* system will be installed as part of the Department of Energy's AcceleratedStrategic Computing Initiative (ASCI), a ten-year, one-billion dollar programdesigned to deliver tera-scale (a trillion calculations per second) computing ca-pability. Machine number 36 and 37 on the Top500list are a �rst step in thisdirection.5.4.13 ECWMF, Reading, UK - 120.8 G
op/sSource: http://www.ecmwf.int/pr/ecmwf.html53



The European Centre for Medium-Range Weather Forecasts (ECMWF, theCentre) is an international organization supported by eighteen European StatesThe principal objectives of the Centre are, the development of numerical meth-ods for medium-range weather forecasting, the preparation, on a regular basis, ofmedium-range weather forecasts for distribution to the meteorological servicesof the Member States, scienti�c and technical research directed to the improve-ment of these forecasts, and collection and storage of appropriate meteorologicaldata.In 1996 ECMWF ordered a Fujitsu Vector Parallel Processor (VPP series)to replace the Centre's current Cray C90 and Cray T3D systems. In June1996, a 46 processor system was installed to provide �ve times the performanceof the C90. Further enhancement in 1998 will lead eventually to a sustainedperformance of about 25 times that of the C90.The new computer will be used to support the Centre's operational andresearch programs. Since it started operational activities in 1979, the Centre hasincreased the accuracy of its medium-range forecasts by two days: the current7-day forecasts are as accurate as the original 5-day forecasts. The current 5-dayforecasts have an accuracy score above 80%; they are more accurate than theworld's best 2-day forecasts of 1972.5.4.14 Univ. Stuttgart, Germany - 117.3 G
op/sSource: http://www.uni-stuttgart.de/Rus/rus.htmlThe University of Stuttgart substantially upgraded its resource in 1996 byinstalling a 32 processor NEC SX-4 as well as a 128 processor Cray T3E, whichwill be upgraded to 512 processors in 1997. The university is one of the fourplanned German national supercomputer centers.5.4.15 CNRS/IDRIS, France - 112.9 G
op/sSource: http://www.idris.fr/IDRIS (Institut du Developpement et des Ressources en Informatique Sci-enti�que) was founded in November 1993. It is the French SupercomputingCenter for Scienti�c Research belonging to the CNRS. It is equipped with anIBM scalar cluster, two Cray C9Os, a Mass Storage System (EMASS, CONVEXand FileServ software) and a T3E.5.4.16 DOD/CEWES, Vicksburg - 106.9 G
op/sSource: http://www.wes.army.mil/ The U.S. Army Engineer Waterways Ex-periment Station (WES) is the principal Research, Testing, and Developmentfacility of the U.S. Army Corps of Engineers. Part of the U.S. Departmentof Defense (DoD) Laboratory System, its mission is to conceive, plan, study,and execute engineering investigations and research and development studies in54



support of the civil and military missions of the Corps of Engineers and otherFederal agencies.WES is one of the four High Performance Computing Major Shared ResourceCenters (MSRCs) centers established in 1994 as part of the DOD High Perfor-mance Computing Modernization plan. The major resource newly installed in1996 was a Cray T3E with 256 processors.5.4.17 Natl. Lab. High Energy Physics, Japan - 98.9G
op/sSource: http://ccwww.kek.jp/kek/cc/The National Laboratory for High Energy Physics (KEK) was establishedon April 1, 1971, as a national center of high energy physics open to users fromuniversities and other institutions. KEK is the �rst of thirteen so called \Inter-University Research Institutes", which are a new type of institutes operatedunder MONBUSHO (Ministry of Education, Science and Culture). The mainresource is a 80 processor Fujitsu VPP500, which was already installed in 1994.5.4.18 Kyushu University - 94.3 G
op/sSource: http://www.kyushu-u.ac.jp/The Computer Center of Kyushu University was established in 1969, andis one of the seven national computer centers serving the computation needsin all academic organizations supervised by Ministry of Education, Scienceand Culture, the Government of Japan. The large computation powers of-fered at these centers are available to professors and graduate students in allnational/public/private universities and colleges in Japan. The current maincomputer system is a VPP700 with 56 processors installed in 1996.5.4.19 Cornell Theory Center - 88.4 G
op/sSource: http://www.tc.cornell.edu/Highlights/resources.htmlThe computational resources at Cornell University are located at the Cor-nell Theory Center (CTC), one of four supercomputing centers funded by theNational Science Foundation.The CTC's resources have been used by more than 5,000 researchers in �eldsas diverse as aerospace engineering, economics, and epidemiology. Its sta� of-fers technical expertise in software, visualization, and parallel processing to itsusers, and investigates new, highly parallel processing resources for the scien-ti�c community in order to increase the usability of these computers throughsystems development and through examination of techniques to improve perfor-mance. A variety of education and training programs are also o�ered to highschool, undergraduate, and graduate students, and their professors. The The-ory Center's reputation as a world-class high-performance computing resource55



is based on its research collaborations among academia, industry, and govern-ment researchers, integrated and highly parallel high-performance computingenvironment, world-class education and training programs, and powerful local,national, and international technology exchange networks.The CTC's main resource is a 512 node IBM SP-2.5.4.20 Tohuku University - 85.8 G
op/sSources: http://www.tohoku.ac.jp and http://www.imr.tohoku.ac.jp/index-e.htmland http://hh.ifs.tohoku.ac.jp/IFS/INFORMATIONThe Computer Center of Tohoku University (CCTU) was founded in June1969 as an inter-university cooperative institution to meet the computation andinformation processing requirements' of students and research scholars. TheSX-1 super computer was introduced in 1986 to meet the demand for largescale scienti�c computation. In February 1989, the SX-1 was replaced by theSX-2N super computer. And in January 1994, the SX-2N was replaced by amore powerful SX-3/44R. The current architecture is quite new and uniqueconsidering the quality as well as the magnitude of the features o�ered. Thepeak vector processing rate of SX-3/44R is 25.6 G
op/s.5.4.21 NCSA, Univ. of Illinois - 85.0 G
op/sSource: http://www.ncsa.uiuc.edu/The National Center for Supercomputing Applications (NCSA) located atthe University of Illinois at Urbana-Champaign is one of four NSF supercom-puter centers. It has evolved into a scienti�c research center built around anational services facility. NCSA is developing and implementing a nationalstrategy to create, use, and transfer advanced computing and communicationtools and information technologies. These advances serve the center's diverse setof constituencies in the areas of science, engineering, education, and business.In addition to a CM-5, NCSA installed in 1996, SGI PowerChallenge Array andOrigin 2000 machines, as well as Convex SPP equipment.5.4.22 NERSC, Lawrence Berkeley Nat. Lab. - 81.5 G
op/sSource: http://www.nersc.gov/The National Energy Research Scienti�c Computing Center provides high-performance computing services to researchers supported by the US Departmentof Energy O�ce of Energy Research. It is a national facility supporting morethan 2000 researches nationwide. It was relocated to Berkeley in 1996, andadded a 128 processor Cray T3E as a major new resource. NERSC providesresearchers with high-performance computing tools to tackle science's biggestand most challenging problems. In addition to providing high-end computingservices, our goal is to play a major role in advancing large-scale computational56



science and computing technology. NERSC is also one of the four DOE highperformance computing research centers.5.4.23 Maui HPCC - 78.8 G
op/sSource: http://www.mhpcc.edu/general/about.mhpcc.htmlThe Maui High Performance Computing Center (MHPCC) was developedand is managed by a consortium led by the University of New Mexico under acooperative agreement administered by Phillips Laboratory, United States AirForce.This center of the University of New Mexico is designated as a SupportCenter for the Department of Defense High Performance Computing Modern-ization Program. The funding source for the cooperative agreement, awardedin September 1993, is the Air Force Phillips Laboratory, Advanced ResearchProjects Agency, U.S. Dept. of Defense High Performance Computing Modern-ization Program. Of the $21 million initial funding, approximately 70% will bespent on equipment and communications.Its main resource is a 384 processor IBM SP-2.5.4.24 Atmospheric Env. Serv., Dorval, Canada - 58.67G
op/sSource: http://www.on.doe.ca/ and http://www.tor.ec.gc.ca/The Atmospheric Environment Service is a national service of EnvironmentCanada, a Canadian government department. Atmospheric Services Divisionpromotes national quality service and delivery, sets data and environmental fore-cast product standards, manages warning delivery technologies, and publishesdocumentation. It currently has one NEC SX-4 and two SX-3 supercomputers.5.4.25 Caltech/JPL - 69.6 G
op/sSource: http://olympic.jpl.nasa.gov/Testbeds/Testbeds.htmland http://www.cacr.caltech.edu/about/compute-resources.htmlThe Center for Advanced Computing Research (CACR) is located on thecampus of the California Institute of Technology. CACR is dedicated to thepursuit of excellence in the �eld of high-performance computing, communicationand data engineering. Major activities include carrying out large-scale scien-ti�c and engineering applications on parallel supercomputers and coordinatingcollaborative research projects on high-speed network technologies, distributedcomputing and database methodologies, and related topics. The major resourcesat Caltech are two Intel machines: a 512 node Paragon, and the Delta ma-chine. A few miles away JPL (Jet Propulsion Laboratory) operates two parallelcomputing testbeds as part of the HPCC ESS project, and coordinates NASA'sparticipation in the CACR. These machines are made available to NASA HPCC57



participants for the purpose of developing Grand Challenge Applications andsoftware tools which enhance the usability of parallel computers. JPL has a 256node Cray T3D.
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Chapter 6Short description of newlyfeaturing archictectures inthe Top500Aad van der Steen Utrecht University, Dept. of Computational PhysicsPrincetonplein 5, Utrecht, The NetherlandsEmail: steen@fys.ruu.nl6.1 The new list of the TOP500 systemsSince the last TOP500 [3] report the list has changed on quite some points. Inthis section we indicate the systems that have dropped out and we describe thearchitectures that have come in newly. The new list is given in Table 6.1The changes in the list are less caused by systems that disappeared than by(variants of) systems that appear for the �rst time. The following systems havedropped from the list:{ Fujitsu VP2000.{ HP/Convex C4/XA.{ Intel iPSC/860.{ Kendall Square KSR-1.The �rst two systems are vector processors. From these the Fujitsu VP2000 hasbeen replaced by the newer VX systems that newly appear in the TOP500 list.The Fujitsu VP2000, Intel iPSC/860, and Kendall Square KSR-1 are not mar-keted anymore. The technology in the last two systems and their distributionis such that they could not hold their place anymore within the TOP500. Forthe description of the various types of architectures one is referred to [2] or the60



Number of Systems InstalledTable 6.1: Machines are ordered by their frequency of occurrence in the TOP500list. This list is ordered by Rmaxis the maximum observed performance for themachine entry and Rpeakis the theoretical peak performance for each systemtype. The unit is G
op/s. The systems that appear for the �rst time in thetable are marked with a *.N Rmax Rpeak �rst median lastSP2 117 1309.5 1825.9 14 271 490Cray C90 41 464.8 518.1 122 193 495PC 100 - 2MB* 39 214.8 283.9 222 409 484T3D 36 800.1 1197.6 7 143 312T3E* 23 745.5 1166.4 11 141 321Pow Chal 100* 22 130.2 197.3 336 364 418Cray T90 19 179.9 260.4 54 298 396SX4* 17 560.6 588.0 17 73 256VPP500 17 751.3 921.0 2 128 403CM5 15 283.1 620.5 21 175 398VPP300/VPP700* 14 375.6 415.8 9 131 306Paragon 12 253.1 366.1 4 201 364Jedi90* 12 68.9 76.0 367 377 435PC-Array 90 11 93.3 141.1 95 288 493SX3 11 146.0 162.8 73 218 448SPP2000* 9 70.0 103.5 238 242 246S-3800 8 157.5 176.0 56 123 276SP2 - 77MHz 8 77.8 108.1 88 237 406SPP1600* 8 51.0 73.0 188 360 412PC-Array 75 7 59.2 90.6 86 283 462AlphaServer* 6 32.3 47.6 296 411 446GC/PP 6 37.0 71.7 230 363 430ORIGIN 2000* 6 43.4 96.7 211 304 460Paragon SMP 6 307.3 371.5 5 83 178CM200 5 34.6 70.0 196 344 444Pow Chal 90 5 23.1 32.4 496 498 500CS 4 20.0 97.8 438 440 441SR2201* 4 263.0 364.0 3 89 119SPP1000 3 17.2 35.2 324 378 485CM2 2 10.4 28.0 431 432 432SPP1200 2 13.2 26.9 264 324 384CM5E 1 7.7 20.0 247 247 247CP-PACS* 1 368.2 614.0 1 1 1KSR2 1 4.8 6.4 491 491 491PC-Array 102 1 8.2 28.1 221 221 221SP1 1 4.8 16.0 486 486 486Total 500 7987.4 11218Mannheim/Tennessee November 18, 199661



experimental WWW version athttp://www.netlib.org/utk/papers/advanced-computers/paper.html.In this section we only describe the machines that appear for the �rst timein Table 6.1 in alphabetical order. Apart from the systems parameter list thatis given for each system also the values of Rpeak and Rmax as available from[1] are quoted together with the number of nodes associated with these values.The reason that the system parameter list is not su�cient is that the maximaltheoretical peak performance is given for the maximal con�guration of a system.Such a system may not actually exist.6.1.1 The CP-PACS (Hitachi&Univ. of Tsukuba).Machine type: RISC-based distributed-memory multi-processor.Models: CP-PACS.Operating system: HP-UX, based on OSF/1 AD microkernel.Connection structure: 3-D Hypercrossbar.Compilers: Fortran 90, C, C++.Information Web page: www.rccp.tsukuba.ac.jp/System parameters:Model CP-PACSClock cycle 6.6 nsTheor. peak performance:Per proc. (64-bit) 300 M
op/sMaximal (64-bit) 614 G
op/sMain memory �128 GBMemory/node � 64 MBCommunication bandwidth 300 GB/sNo. of processors 4{2048Performance:Rpeak (2048 proc.) 614.4 G
op/sRmax (2048 proc.) 368.2 G
op/sThe CP-PACS is a research machine jointly built by Hitachi and the Univer-sity of Tsukuba. CP-PACS stands for Computational Physics by Parallel ArrayComputer Systems. It is a dedicated machine which will be used for the Com-putational Physics problems addressed at Tsukuba University. These problemsinclude the areas of particle physics, astrophysics, and the physics of condensedmatter.The basic processor employed is a customised HP PA-RISC 1.1 processorwhich is produced by Hitachi under licence. The machine uses the same pseudo-vector processing (PVP-SW) enhancements that are implemented in the HitachiSR2201 (see section 6.1.6) to overcome the adverse e�ects of cache misses. ThePVP allows for upward compatibility with future PA-RISC procrssors.62



The system also has the same 3-D crossbar as employed in the SR2201. Thismeans that messages can be routed to any destination in the system in at mostthree hops.As in the SR2201 it is possible to communicate between processors by remoteDMA instructions as also found in the Cray T3E, the NEC Cenju-3, and theMeiko CS-2 (see [2]).6.1.2 The Cray Research Inc. T3E.Machine type: RISC-based distributed-memory multi-processor.Models: T3E.Operating system: UNICOS MAX (micro-kernel Unix).Connection structure: 3-D Torus.Compilers: CFT77 M (Fortran 77 with extensions), C.Vendors information Web page: www.cray.com/PUBLIC/T3E/.System parameters:Model T3EClock cycle 3.3 nsTheor. peak performancePer proc. (64-bit) 600 M
op/sMaximal (64-bit) 1229 G
op/sMain memory �4096 GBMemory/node � 2 GBCommunication bandwidth 300 MB/sNo. of processors 16{2048Performance:Rpeak (256 proc.) 153.6 G
op/sRmax (256 proc.) 93.2 G
op/sThe T3E is the second generation of DM-MIMD systems from CRI. Lexically, itfollows in name after its predecessor T3D which name referred to its connectionstructure: a 3-D torus. In this respect it has still the same interconnectionstructure as the T3D. In many other respects, however, there are quite somedi�erences. A �rst and important di�erence is that no front-end system isrequired anymore (although it is still possible to connect to a Cray T90). Thesystems up to 128 processors are air-cooled. The larger ones, from 256{2,048processors, are liquid cooled.The T3E uses the DEC Alpha 21164 RISC processor for its computationaltasks just like the Avalon A12. Cray stresses, however, that the processorsare encapsulated in such a way that they can be exchanged easily for any other(faster) processor as soon as this would be available without a�ecting the macro-architecture of the system. 63



Each node in the system contains one processing element (PE) which inturn contains a CPU, memory, and a communication engine that takes care ofcommunication between PEs. The bandwidth between nodes is quite high: 300MB/s. Like the T3D, the T3E has hardware support for fast synchronisation.E.g., barrier synchronisation takes only one cycle per check.In the microarchitecture most changes have taken place with the transitionfrom the T3D to the T3E. First, there is only one CPU per node instead oftwo, which removes a source of asymmetry between processors. Second, thenew node processor has a 96 KB 3-way set-associative secondary cache whichmay relieve some of the problems of data fetching that were present in the T3Dwhere only a primary cache was present. Third, the Block Transfer Engine hasbeen replaced by a set of E-registers that are believed to be much more 
exibleand at least removes some odd restrictions on the size of shared arrays and thenumber of processes when using Cray-speci�c PVM. An interesting additionalfeature is the availability of 32 contexts per processor which opens the door formultiprocessing.In the T3D all I/O had to be handled by the front-end, a system at leastfrom the Cray Y-MPE class. In the T3E distributed I/O is present. For every8 PEs an I/O channel can be con�gured in the air-cooled systems and 1 I/Ochannel per 16 nodes in the liquid-cooled systems. The maximum bandwidthfor a channel is about 1 GB/s, the actual speed will be in the order of 700 MB/s.The T3E supports various programming models. Apart from PVM 3.x andMPI for message passing and HPF for data distribution, a Cray proprietarywork sharing model, called CRAFT, can be employed. Cray views HPF andFortran 90 array syntax as subsets of the CRAFT model. Within this modeldata can be exchanged implicitly, thus looking e�ectively as a shared-memorysystem to the user. As several other vendors, Cray has extended/altered theimplementation of PVM to enhance the communication performance. For smallmessages this can give an improvement of a factor 3 (20{25 �s instead of 70{80�s). For SPMD programs channel send/receive functions can be used whichreduces the communication time to 4{5 �s.6.1.3 The Cray Research Inc. Cray J90-series.Machine type: Shared-memory multi-vectorprocessor.Models: Cray J90.Operating system: UNICOS (Cray Unix variant).Compilers: Fortran, C, C++, Pascal, ADA.Vendor information Web page: www.cray.com.System parameters: 64



Model Cray J90Clock cycle 10 nsTheor. peak performancePer processor 200 M
op/sMaximal 3.2 G
op/sMain memory �4 GBMemory bandwidthSingle proc. bandwidth 1.6 GB/sNo. of processors 4{32Performance:Rpeak (32 proc.) 6.4 G
op/sRmax (32 proc.) 5.8 G
op/sThe J90 are multi-headed vector processors. The Cray J90 series is the entrylevel model marketed by CRI since September 1994. The J90 series is basedon CMOS technology which has a low power consumption (all J90s are aircooled) and low production costs. The machine is binary compatible with thehigh-end systems. It has one multiply and add vector pipe set per CPU ata clock cycle of 10 ns which results in a theoretical peak performance of 200M
op/s. Furthermore, a cache has been added to speed up scalar processing.It is interesting to note that the strategy of using more (four) multi-functionalpipes as in the predecessor, the Y-MP EL has been left again to return to theclassic two-pipe/CPU design. Unlike the Cray T90 systems Cray J90 series hasseparate scalar processors.The CPU/memory bandwidth of the J90 series is 16 bytes/cycle. This isregrettably less than was available in its predecessors, Y-MP EL machines, andin some cases it might adversely a�ect the e�ciency.6.1.4 The Digital Equipment Corp. AlphaServer.Machine type: RISC-based distributed-memory multi-processor.Models: AlphaServer 8400 5/400.Operating system: Digital Unix (DEC's 
avour of Unix).Connection structure: Crossbar.Compilers: Fortran 77, HPF, C, C++.Vendors information Web page: www.digital.com:80/info/hpc.System parameters: 65



Model 8400Clock cycle 2.3 nsTheor. peak performancePer proc. (64-bit) 875 M
op/sMaximal (64-bit) 10.5 G
op/sMain memory �14 GBMemory bandwidthProcessor/memory 1.6 GB/sNo. of processors 12Performance:Rpeak (12 proc.) 10.5 G
op/sRmax (12 proc.) 6.7 G
op/sThe AlphaServers are symmetric multi-processing systems which are based onthe Alpha 21164 processor. The 8400 model can accomodate 12 processors. The8400 can house 14 GB of memory. The amount of CPUs and memory is notindependent. For instance, the 8400 has 9 system slots. One of these is reservedfor I/O and one will have to contain at least one CPU module which can contain1 or 2 CPUs. From the remaining slots 6 can be used either for memory or fora CPU module. So, one has to choose for either higher computational power orfor more memory. This can potentially be a problem for large applications thatrequire both.AlphaServers can be clustered using a PCI bus Memory channel for inter-connection of the systems. The systems need not be of the same model. Thebandwidth of this interconnect is 100 MB/s. Eight systems can be coupledin this way. To support this kind of cluster computing, HPF and optimisedversions of PVM and MPI are available.6.1.5 The Fujitsu VPP300/700 series.Machine type: Distributed-memory vector multi-processor.Models: VX, VPP300, VPP700.Operating system: UXP/VPP (a V5.4 based variant of Unix).Connection structure: Distributed crossbar.Compilers: Fortran 90/VP (Fortran 90 Vector compiler), Fortran 90/VPP(Fortran 90 Vector Parallel compiler),C/VP (C Vector compiler), C, C++.Vendors information Web page:www.fujitsu.co.jp/hypertext/Products/Info process/hpc/vx-e/.
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System parameters:Model VX VPP300 VPP700Clock cycle 7/10 ns 7/10 ns 7 nsTheor. peak performancePer proc. (64-bit) 1.6/2.2 G
op/s 1.6/2.2 G
op/s 2.2 G
op/sMaximal (64-bit) 6.4/8.8 G
op/s 25.6/35.2 G
op/s 563.2 G
op/sMain memory �8 GB �32 GB �512 GBMemory/node �2 GB �2 GB �2 GBMemory bandwidthMemory banwidth/proc. 12.8/18.2 GB/s 12.8/18.2 GB/s 18.2 GB/sCommunication bandwidth 400/570 MB/sNo. of processors 1{4 1{16 8{256Performance:Rpeak (4/16/56 proc.) 8.8 G
op/s 35.2 G
op/s 123.2 G
op/sRmax (4/16/56 proc.) 8.6 G
op/s 34.1 G
op/s 94.3 G
op/sThe VPP300 is a sucessor to the earlier VPP500. It is a much cheaper CMOSimplementation of its predecessor with some important di�erences. First, noVPX200 front-end system is required anymore. Second, the crossbar that isused to connect the vector nodes is distributed. Therefore, the cost of a systemis scalable: one does not need to buy a complete enclosure with the full crossbarfor only a few nodes. The VX series is in fact a smaller version of the VPP300with a maximum of 4 processors. Both the VX machines and the larger VPP300systems are air-cooled. The systems are marketed either with a 10 ns or a 7 nsclock.At this moment the VPP300 is o�cially only available with 16 processorsconnected by a direct crossbar. However, it is presumed that an announcementof larger systems will be made in the �rst quarter of 1996 in which multiple16-processor machines are connected by a second level crossbar.The architecture of the VPP300 nodes is almost identical to that of theVPP500: Each node, called a Processing Element (PE) in the system is a pow-erful (2.2 G
op/s peak speed with a 7 ns clock) vector processor in its own right.The vector processor is complemented by a RISC scalar processor with a peakspeed of 200 or 285 M
op/s dependent on the clock speed. The scalar instruc-tion format is 64 bits wide and may cause the execution of three operations inparallel. Each PE has a memory of up to 2 GB while a PE communicates with itsfellow PEs at a point-to-point speed of 400 or 570 MB/s. This communicationis cared for by separate Data Transfer Units (DTUs). To enhance the commu-nication e�ciency, the DTU has various transfer modes like contiguous, stride,sub array, and indirect access. Also translation of logical to physical PE-ids andfrom Logical in-PE address to real address are handled by the DTUs. Whensynchronisation is required each PE can set its corresponding bit in the SR. Thevalue of the SR is broadcast to all PEs and synchronisation has occurred if the67



SR has all its bits set for the relevant PEs. This method is comparable to theuse of synchronisation registers in shared-memory vector processors and muchfaster than synchronising via memory.The Fortran compiler that comes with the VPP300 has extensions that en-able data decomposition by compiler directives. This evades in many casesrestructuring of the code. The directives are di�erent from those as de�ned inthe High Performance Fortran Proposal but it should be easy to adapt them.Furthermore, it is possible to de�ne parallel regions, barriers, etc., via direc-tives, while there are several intrinsic functions to enquire about the numberof processors and to execute POST/WAIT commands. Furthermore, also a mes-sage passing programming style is possible by using the PVM or PARMACScommunication libraries that are available.The VPP700 is a logical extension of the Fujitsu VPP300. While the pro-cessors in the latter machine are connected by a full crossbar, the maximumcon�guration of a VPP700 consists of 16 clusters of 16 processors connectedby a level-2 crossbar. So, a fully con�gured VPP700 consists in fact of 16full VPP300s. Because the diameter of the network is 2 (for the larger con-�gurations) instead of 1 as in the VPP300, the communication time betweenprocessors will be slightly larger. At the moment this worst case increase is notexactly known to the author.Of course the software for the VPP700 and the VPP300 is exactly the sameand the systems can run each others executables.6.1.6 The Hitachi SR2201 series.Machine type: RISC-based distributed memory multi-processor.Models: SR2201.Operating system: HI-UX/MPP (Micro kernel Mach 3.0).Connection structure: Hyper crossbar.Compilers: Fortran 77, Fortran 90, Parallel Fortran, HPF, C, C++.System parameters:Model SR2201Clock cycle 6.7 nsTheor. peak performancePer proc. (64-bit) 300 M
op/sMaximal (64-bit) 307 G
op/sMain memory �256 GBMemory/node �256 MBCommunication bandwidth 300 MB/sNo. of processors 32{1024Performance:Rpeak (1024 proc.) 307.0 G
op/sRmax (1024 proc.) 220.4 G
op/s 68



The SR2201 is the second generation of distributed memory parallel systems ofHitachi. The basic node processor is again an Hitachi implementation of thePA-RISC architecture of HP running at a clock cycle of 6.7 ns. However, incontrast with its predecessor, the SR2001, in the SR2201 the node processorsare somewhat modi�ed to allow for \pseudo vector processing" (both hardwareand instructions). This means that for operations on long vectors one does nothave to care about the detrimental e�ects of cache misses that often ruin theperformance of RISC processors unless code is carefully blocked and unrolled.First experiments have shown that this idea seems to work quite well. Thesystem supports distributed I/O with a possibility to connect disks to everynode.As in the earlier SR2001, the connection structure is a hyper (3-D) crossbarwhich connects all nodes directly at high speed (300 MB/s point-to-point). InFebruary 1996 two 1024-node systems will be installed at the Universities ofTokyo and Tsukuba respectively.Like in some other systems as the Cray T3E and the Meiko CS-2, and theNEC Cenju-3 (see [2]), one is able to directly access the memories of remoteprocessors. Together with the very fast hardware-based barrier synchronisationthis should allow for writing distributed programs with very low parallelisationoverhead.The following software products will be supported in addition to those al-ready mentioned above: PVM, MPI, PARMACS, Linda, Express, FORGE90,and PARALLELWARE. In addition a numerical libraries (MATRIX/MPP, MA-TRIX/MPP/SSS) will be o�ered. These libraries support basic linear algebraoperations with dense and band matrices, Fast Fourier Transformations, andskyline solvers.
6.1.7 The HP/Convex Exemplar SPP-1600.Machine type: RISC-based distributed-memory multi-processor.Models: SPP-1600.Operating system: SPP-UX, based on OSF/1 AD microkernel.Connection structure: Ring.Compilers: Fortran, C.System parameters: 69



Model SPP-1600Clock cycle 8.3 nsTheor. peak performance:Per proc. (64-bit) 240 M
op/sMaximal (64-bit) 30.7 G
op/sMain memory �32 GBMemory/node �256 MBCommunication bandwidth:aggregate (see remarks) 16 GB/s, 4GB/sNo. of processors 4{128Performance:Rpeak(64 proc.) 15.4 G
op/sRmax(64 proc.) 10.4 G
op/sThe SPP-1600 is the successor of the SPP-1200 and structurally there are nodi�erences with this machine on the macro level. However, the local caches ofthe CPUs are signi�cantly larger than those in the SPP-1200. This leads inmany cases to a higher overall performance of applications. Up to 8 PA-RISC7200 processors can be placed in what is called a hypernode by Convex. Amaximal system consists of 16 nodes, i.e., 128 processors.Within each hypernode up to 2 GB of memory can be accommodated whichcan be reached by the local processors via a crossbar with an aggregate band-width of 16 GB/s. The hypernodes in turn are connected to each other bya crossbar with an aggregate bandwidth of 4 GB/s. So, the system conceptis somewhat hybrid: within a hypernode the machine is e�ectively a shared-memory system, while between hypernodes it is a distributed memory system.Each node supports local I/O, while external global I/O can be done at anaggregate rate of 4 GB/s.The Exemplar programming environment complements the SPP-1600 at thesoftware side. This environment includes a message passing programming model(PVM) and a virtual shared memory model which allows the user to have shared-memory view of the system.6.1.8 The HP/Convex Exemplar SPP-2000S.Machine type: RISC-based shared-memory multi-processor.Models: SPP-2000S.Operating system: SPP-UX, based on OSF/1 AD microkernel.Connection structure: Full crossbar.Compilers: Fortran, C.System parameters: 70



Model SPP-2000SClock cycle 5.55 nsTheor. peak performance:Per proc. (64-bit) 720 M
op/sMaximal (64-bit) 30.7 G
op/sMain memory �16 GBMemory/node �1 GBCommunication bandwidth:aggregate (see remarks) 15.4 GB/sNo. of processors 4{16Performance:Rpeak(16 proc.) 11.5 G
op/sRmax(16 proc.) 7.8 G
op/sThe SPP-2000S is one system from the family the successors of the SPP-1600 (the larger SPP-2000X systems will be discussed in the next version of [2]).There are signi�cant di�erences with respect to the preceding SPP-1600 gener-ation. The SPP-2000S is a shared memory machine connecting its maximally16 PA-RISC 8000 processors by a crossbar. Each of the processors have a peakperformance of 720 M
op/s and because the processors feature out-of-order ex-ecution of instructions it may be expected that memory latency e�ects can beevaded or diminished in a good many cases. This should make the impact ofcache misses much less severe. Data and instruction caches are large (1 MBboth) which also will help in minimising cache misses.One SPP-2000S can be viewed as the successor of a hypernode in the earlierSPP-1200/SPP-1600 systems (see above). As such the number of processorswithin a hypernode has doubled. Also the amount of memory per system hasincreased 8-fold from 8�256 MB to 16�1 GB. The internal aggregate bandwidthis 15.36 GB/s. I/O can be done at an aggregate rate of 960 MB/s.The Exemplar programming environment as was available for the SPP-1200/SPP-1600 carries over to the SPP-2000S without changes. This envi-ronment includes a message passing programming model (PVM) and a virtualshared memory model which allows the user to have shared-memory view of thesystem. Of course the shared memory model is not surprising for a symmetricalmultiprocessor machine like the SPP-2000S but it is still valid in the SPP-2000Xsystems which e�ectively clusters four SPP-2000S systems.6.1.9 The NEC SX-4.Machine type: Distributed-memory multi-vector processor.Models: SX-4C, SX-4.Operating system: EWS-UX/V (Unix variant based on Unix System V.4).Connection structure: Multi-stage crossbar (see Remarks).Compilers: Fortran 77, Fortran 90, HPF, ANSI C, C++.Vendors informationWeb page: www.nec.co.jp/english/product/computer/sx.71



System parameters:Model SX-4Ce SX-4C SX-4Clock cycle 8 ns 8 ns 8 nsTheor. peak performancePer Proc. (64 bits) 1 G
op/s 2 G
op/s 2 G
op/sSingle frame:Maximal (64 bits) 1 G
op/s 8 G
op/s 64 G
op/sMulti frame: Maximal (64 bits) | | 1 T
op/sMain memory < 2 GB < 2 GB < 128 GBCommunication bandwidth(see Remarks) | | |No. of processors 1 1{4 4{512Performance:Rpeak(32 proc.) 64.0 G
op/sRmax(32 proc.) 60.6 G
op/sThe SX-4 series is comprised of a large range of machine sizes. The smallestof these is the SX-4Ce. This machine has one CPU housing 4 vector pipe sets.As the clock cycle is 8 ns and each pipe set is able to deliver 2 
oating-pointresults per cycle, the total maximum performance is 1 G
op/s for this system.In all other systems the replication factor of the pipe sets is 8 which doublesthe speed per CPU to a maximum of 2 G
op/s. The bandwidth from memoryto the CPUs is 16 64-bit words per cycle per CPU. With a replication factor of8 this is enough to provide two operands per pipe set but it is not su�cient totransport the results back to the memory at the same time. So, some trade-o�swith the re-use of operands have to be made to attain the peak performance.The technology used is CMOS. This lowers the fabrication costs and thepower consumption appreciably (the same approach is being used in the FujitsuVPP300, see 3.4.6) and all models are air cooled. This enables the placementof up to 32 CPUs in one frame (for the SX-4 model). Beyond this maximumsingle frame system, it is possible to couple up to 16 frames together to forma distributed memory system. This is equivalent to the PowerChallenge Arrayidea (see 3.3.6). There are two ways to couple the SX-4 frames: NEC provides afull crossbar, the so-called IXS crossbar, to connect the various frames togetherat a speed of 16 GB/s for point-to-point out-of-frame communication (128 GB/sbi-sectional bandwidth for a maximum con�guration). In addition, a HiPPIinterface is available for interframe communication at lower cost and speed.For distributed computing there is an HPF compiler and for message passingan optimised MPI (MPI/SX) is available. The SX-4 is the only system that sup-ports three 
oating-point number systems: IBM-compatible, Cray-compatible,and the IEEE 754 standard. 72



6.1.10 Silicon Graphics PowerChallenge R10000Machine type: Shared-memory multi-processor.Models: PowerChallenge R10000.Operating system: IRIX (SGI's Unix variant).Compilers: Fortran 77, C, C++ , Pascal.System parameters:Model Model XL R10000Clock cycle 10 nsTheor. peak performance:Per proc. (64-bit) 400 M
op/sMaximal (64-bit) 14.4 G
op/sMain memory 16 GBMemory bandwidth:Proc. to cache/proc. 1.2 GB/sMain memory/cache 1.2 GB/sNo. of processors 36Performance:Rpeak(24 proc.) 9.4 G
op/sRmax(24 proc.) 6.9 G
op/sThe PowerChallenge XL system was shipped with the R10000 processor sincethe autumn of 1995. The macrostructure of the system was not changed withregard to the earlier R8000 based machines, be it that one processor boardcan house four processors instead of two. Therefore the maximum number ofprocessors per system could double to 36 processors.Internally data is transported from the main memory to the CPUs by theso-called POWERpath-2 bus. It is 256 bits wide and has a bandwidth of 1.2GB/s. This is very fast as busses go but even then the data rates that are neededby the CPUs cannot possibly be ful�lled when no special provisions would exist.These provisions are present in the form of large data and instruction caches foreach of the CPUs.Because the R10000 features out-of-order execution and has a lower clockcycle than the R8000 processors the tra�c on the central bus will in many casesbecome a bottleneck because the data tra�c was already problematic for fullycon�gured R8000 systems. Such bandwidth problems have been addressed inthe newer SGI Origin 2000 systems (see below).Parallelisation is done either automatically by the (Fortran or C) compiler orexplicitly by the user, mainly through the use of directives. As synchronisation,etc., has to be done via memory the parallelisation overhead is fairly large.6.1.11 Silicon Graphics Origin 2000.Machine type: Shared-memory multi-processor.73



Models: Origin 2000.Connection structure: Crossbar/hypercube (see below).Operating system: IRIX (SGI's Unix variant).Compilers: Fortran 77, C, C++ , Pascal.System parameters:Model Origin 2000Clock cycle 10 nsTheor. peak performance:Per proc. (64-bit) 400 M
op/sMaximal (64-bit) 51.2 G
op/sMain memory 256 GBMemory bandwidth:Aggregate peak 102 GB/sBisectional 82 GB/sNo. of processors �128Performance:Rpeak(128 proc., 10.5 ns clock) 49.9 G
op/sRmax(128 proc.) 8.8 G
op/sThe Origin 2000 is the newest high-end parallel server marketed by SGI. Thebasic processor is the earlier introduced R10000. A maximum of 128 processorscan be con�gured in the system. The interconnection is somewhat hybrid: 4CPUs on two node cards can communicate directly with the memory partitionsof each other via the hub, a 4-ported non-blocking crossbar. Hubs can be coupledto other hubs in a hypercube fashion.The structure of the machine makes it somewhat di�cult to classify: SGIprefers to call it a shared-memory non-uniform memory architecture system.The memory is physically distributed over the node boards but the systemhas one system image. Because of the structure of the system, the bisectionalbandwidth of the system remains constant from 4 processors on: 82 GB/s. Thisis a large improvement over the earlier PowerChallenge systems which possesseda 1.2 GB/s bus.Parallelisation is done either automatically by the (Fortran or C) compiler orexplicitly by the user, mainly through the use of directives. As synchronisation,etc., has to be done via memory. This may the cause potentially a fairly largeparallelisation overhead. Also a message passing model is allowed on the Origin2000 using the optimised SGI versions of PVM and MPI. Programs implementedin this way will possibly run very e�ciently on the system.A nice feature of the new system is that it may migrate processes to nodesthat should satisfy the data requests of these processes. So, the overhead in-volved in transferring data across the machine are minimised in this way. Thetechnique is reminiscent of the late Kendall Square Systems although in thesesystems the data were moved to the active process.74
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7.1 IntroductionWithin the Top500 project we are collecting information about the 500 mostpowerful computer systems, ranked by Linpack performance. Since June 1993we have been publishing the Top500 lists twice a year [1]. Because these listsrecord a variety of di�erent data, they furnish an excellent basis for studyingthe high-performance computing (HPC) market (see, for example, [3], [4], [5]and [5]). Moreover, such lists can provide valuable insights about changes overtime; see, for example, a study on the technologies used in HPC systems [6].In this article, we analyze the type of customer and applications of the HPCsystems in the Top500 since 1993. During this time there has been a stronggrowth in the number of industrial users, and a comparable increase in the num-ber of computer installations at industrial sites. One reason for this increase isthat companies such as IBM and SGI have o�ered binary-compatible systems,from single workstations up to full-scale parallel systems. These companies thushave been able to sell a large number of systems to commercial customers; inturn, their systems often are selected for new supercomputer application areas.Another reason for the increase in industrial installations is that industrial cus-tomers have gained the needed experience to use medium-sized parallel systems(with up to 128 processors, and in some cases even more) and are now pressuringtheir companies to purchase high-performance supercomputers.The variety of applications areas represented in the Top500 has also beenincreasing during this time. The most important examples of new areas aredatabase applications and image processing.7.2 Performance MeasureFor practical reasons we are using the Linpack [2] performance for all systemslisted in the Top500 regardless of the application. Linpack provides an ade-quate unit of measurement if one is interested in 
oating-point performance ofcomputer systems. It is certainly not adequate for systems used for databaseapplications, however. More useful benchmarks such as the TPC benchmarksare available for such applications5. By using the Linpack benchmark, we missall \pure" database systems, such as those from Teradata or Tandem, sinceno adequate Linpack performance values are available for them (most likely,even a Fortran compiler would not be available). Therefore, we cannot producestatistics for the di�erent vendors in the database market. Nevertheless, sincewe can track a reasonable sample of this market, we can see the fundamen-tal trends, and we can compare the importance of these new applications forparallel systems with the more traditional numerically intensive applications.5http://www.tpc.org/ 77



7.3 Type of CustomerThe year 1995 was a remarkable one for the Top500 in several respects. Inaddition to new technologies used for HPC systems [6], there were considerablechanges in the distribution of the systems in the Top500 for the di�erent typesof customer (academic sites, research labs, industrial/commercial users, vendorinstallations, and con�dential sites) (see Fig. 7.1).
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Figure 7.1: The number of systems on the di�erent types of customers overtime.Until June 1995, the major trend seen in the Top500 data was a steadydecrease of industrial customers, matched by an increase in the number ofgovernment-funded research sites. This trend re
ects the in
uence of the dif-ferent governmental HPC programs that enabled research sites to buy parallelsystems, especially systems with distributed memory. Industry was understand-ably reluctant to follow this step, since systems with distributed memory haveoften been far from mature or stable. Hence, industrial customers stayed withtheir older vector systems, which gradually dropped o� the Top500 list becauseof low performance.Beginning in 1994, however, companies such as SGI, Digital, and Sun startedto sell symmetrical multiprocessor (SMP) models of their major workstationfamilies. From the very beginning, these systems were popular with industrialcustomers because of the maturity of these architectures and their superiorprice/performance ratio. At the same time, IBM SP2 systems started to appear78



at a reasonable number of industrial sites. While the SP initially was soldfor numerically intensive applications, the system began selling successfully toa larger market, including database applications, in the second half of 1995.Subsequently, the number of industrial customers listed in the Top500 increasedfrom 85, or 17%, in June 1995 to about 148, or 29.6%, in November 1996.
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Figure 7.2: The accumulated performance of the di�erent types of customersover time.Figure 7.2 shows that the increase in the number of systems installed atindustrial sites is matched by a similar increase in the installed accumulatedperformance. The relative share of industrial sites rose from 8.7% in June 1995to 14.8% in November 1996. Thus, even though industrial systems are typicallysmaller than systems at research laboratories and universities, their averageperformance and size are growing at the same rate as at research installations.The strong increase in the number of processors in systems at industrial sitesis another major reason for the rise of industrial sites in the Top500. Theindustry is ready to use bigger parallel systems than in the past.7.4 Geographical Distribution of Industrial HPCSystemsThe United States clearly leads the world, both as producer and as consumerof high-performance computers [6]. Analyzing the geographical distribution of79



Table 7.1: Geographical distribution of type of customer as of November 1996.TOP500 Statistics | Number of Systems InstalledU.S. Europe Japan Others TotalResearch 81 52 39 1 173Academic 44 44 28 11 127Industry 104 31 9 4 148Classi�ed 28 3 1 32Vendor 14 2 4 20Total 271 132 80 17 500
Table 7.2: Geographical distribution of the accumulated performance for thedi�erent types of customers as of November 1996.TOP500 Statistics | Installed Rmax [G
op/s]U.S. Europe Japan Others TotalResearch 1622.0 940.7 1105.8 6.6 3675.1Academic 586.2 500.2 1171.1 111.0 2368.5Industry 801.7 220.3 119.7 25.9 1167.6Classi�ed 362.7 53.4 5.9 422.0Vendor 218.9 24.2 111.2 354.2Total 3591.5 1738.8 2507.8 149.3 7987.4
the customers in the Top500 we see that this leadership pattern is re
ected inindustrial siting of high-performance computers. As Table 7.1 indicates, in theUnited States, 38% of the systems are installed at industrial sites compared with23% in Europe and only 11% in Japan. In the United States, there are moresystems at industrial sites than at governmental research labs or at academicsites. While having installed 54% of all systems worldwide, the United Statesholds 70% of all industrial sites.Table 7.2 shows that the United States is also a market leader for the accu-mulated installed performance; where the United States has 45% of the overallperformance and 69% of the total industrial performance worldwide.80



7.5 Distribution of Industrial HPC Systems byManufacturerSGI with it's new subsidiary Cray Research is the clear leader market leader withrespect to the number of systems (see Table 7.3) and the accumulated installedperformance (see Table 7.4). Focusing on the industrial market segment we seeTable 7.3: Geographical distribution of type of customer as of November 1996.TOP500 Statistics | Number of Systems InstalledResearch Academic Industry Classi�ed Vendor TotalSGI/Cray 80 50 58 24 10 222Cray only 62 23 23 15 8 131SGI only 18 27 35 9 2 91IBM 28 29 67 1 1 126Fujitsu 12 14 2 3 31NEC 20 3 4 1 28TMC 8 5 6 4 23Hewlett-Packard 3 9 7 1 2 22Intel 12 4 1 1 18Hitachi 4 6 1 2 13Others 6 7 2 1 1 17Total 173 127 148 32 20 500however that IBM is ahead of SGI/Cray with respect to the number of systemsas with the accumulated installed performance. The major reason for this isIBMs success in selling the SP2 system as parallel database system.7.6 Application AreasFor research sites or academic installations, it is often di�cult|if not impossible|to specify a single dominant application. The situation is di�erent for industrialinstallations, however, where systems are often dedicated to specialized tasksor even to single major application programs. Since the very beginning of theTop500 project, we have tried to record the major application area for theindustrial systems in the list. We have managed to track the application areafor almost 90% of the industrial systems over time.Since June 1995 we see many systems involved in new application areasentering the list. Figure 7.3 shows the total numbers of all industrial systems81



Table 7.4: Geographical distribution of the accumulated performance for thedi�erent types of customers as of November 1996.TOP500 Statistics | Installed Rmax [G
op/s]Research Academic Industry Classi�ed Vendor TotalSGI/Cray 2488.0 607.1 452.3 332.7 110.5 2831.5Cray only 1192.8 449.9 262.7 265.7 88.1 2259.2SGI only 136.0 157.2 189.6 67.0 22.4 572.3IBM 456.5 331.9 500.9 14.4 88.4 1392.1Fujitsu 728.0 357.5 14.2 27.2 1126.9NEC 428.6 144.5 72.9 60.7 706.6TMC 125.2 98.6 53.8 58.2 335.8Hewlett-Packard 17.1 60.1 50.6 5.5 18.2 151.4Intel 496.2 52.1 5.8 6.3 560.4Hitachi 64.6 674.4 7.1 42.6 788.7Others 30.1 42.3 10.1 5.0 6.7 94.1Total 3675.1 2368.5 1167.6 422.0 354.2 7987.4which is made up of three components: traditional engineering applications,new emerging applications, and unknown application areas. Figure 7.4 showsthe accumulated performance for these components. It is evident that thenew emerging applications show a strong rise since mid 1995 in the number ofsystems and in the installed performance as well.In 1993, the applications in industry typically were numerically-intensiveapplications, for example,� geophysics and oil applications,� automotive applications,� chemical and pharmaceutical studies,� aerospace studies,� electronics, and� other engineering including energy research, mechanical engineering etc.The share of these areas from 1993 to 1996 remained fairly constant over time,as can be seen in Figure 7.5 and Figure 7.6. The possible exception was theelectronics industry: the number of recorded systems continuously decreasedfrom 14 in June 1993 to 5 in November 1996 and the installed performance82
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Figure 7.5: The number of systems at industrial sites used for traditional engi-neering applications.
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shows no substantial increase over time. It is unclear to us if the recent drop ofthe numbers for the chemical industry are only a temporary e�ect or a signalthat this industry no longer need the very high end supercomputers.Recently industrial systems in the Top500 have been used for new applica-tion areas. These include� database applications,� �nance applications, and� image processing.The most dominant trend seen in Figure 7.7 and Figure 7.8 is the strong riseof database applications since mid 1995. These applications include on-linetransaction processing as well as data mining. The HPC systems being soldand installed for such applications are large enough to enter the �rst hundredsystems|a clear sign of the growing maturity of the systems and their practi-cality for industrial usage.7.7 Architectures used in di�erent ApplicationAreasIt is also important to notice that industrial customers are buying not only sys-tems with traditional architectures, such as the SGI PowerChallenge or CrayTriton, but MPP systems with distributed memory, such as the IBM SP2. Dis-tributed memory is no longer a hindrance to success in the commercial market-place. In Table 7.5 we see that only in the automotive industry vector processingis still dominating.In all other industrial application areas such as aerospace, geophysics andnew applications MPP have replaced the vector systems. In the automotive,geophysics and aerospace industry we also see a substantial number of SMPsystems.In �gure 7.9 we see the continuous replacement of the vector systems (PVP)by MPP systems and SMP systems over the last �ve years.7.8 ConclusionsThe success of massively parallel systems in commercial environments is notbound to any special architecture. Maturity of systems and availability of keyapplication software in a standard Unix system environment are much moreimportant than details of the system architecture. The use of standard work-station technology for single nodes is one key factor. This eases the task ofbuilding reliable systems with portable application software.From the present eight releases of the Top500 we see the following trends:85
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Figure 7.7: The number of systems at industrial sites used in new applicationareas.
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Table 7.5: The di�erent architectures used in industrial systems as of November1996. TOP500 Statistics | Number of Systems InstalledMPP PVP SMP TotalAerospace 6 3 4 13Automotive 3 14 10 27Chemistry 1 2 3Electronics 1 4 5Engineering 3 1 1 5Geophysics 22 1 8 31Database 27 4 31Finance 13 1 14Image Proc. 1 4 5others 1 1Unknown 13 13Total 90 21 37 148� The number of industrial customers in the Top500 has risen steadily sinceJune 1995.� The most successful companies (IBM and SGI) are selling disproportion-ately well in the industrial market.� The average system size at industrial sites is increasing strongly.� Database applications is the most important and most successful newapplication area for supercomputers.� Distributed-memory systems are being installed at industrial sites in rea-sonable numbers and have outnumbered shared memory vector systemsin the meantime.� Only in the automotive industry vector processing is still dominant.� IBM is leading in the industrial market place ahead of SGI/Cray.� The United States is the world leader in the industrial usage of HPCsystems.
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TOP20 Supercomputers - IndustryN Manufacturer Installation Site Field of # Rmax Nmaxlocal Computer Location/Year Application Proc. Rpeak N1=2world [M
op/s]1 NEC Toyota Central Research Development Industry 20 38195 .43 SX-4/20 Japan /1996 Automotive 40000 .2 Cray Nippon Telegraph and Telephone (NTT) Industry 32 29360 .54 Y-MP T932/321024 Japan /1995 Finance 58000 .3 Cray Bear Stearns Industry 256 25300 4096060 T3D MC256-8/464 USA /1996 Finance 38000 49184 Cray EXXON Industry 256 25300 4096063 T3D MC256-8 USA /1995 Geophysics 38000 49185 Cray EDS/General Motors Industry 64 25190 3993670 T3E AC64-128 Auburn Hills USA /1996 Automotive 38000 48966 IBM MCI Industry 104 19340 .83 SP2/104 USA /1994 Database 27620 .7 IBM Citicorp Industry 98 18310 .87 SP2/98 USA /1996 Finance 26030 .8 NEC VW (Volkswagen AG) Industry 3 17400 614490 SX-3/34R Wolfsburg Germany /1996 Automotive 19500 6919 TMC Geco-Prakla Industry 256 15100 26112105 CM-5/256 Houston USA /1994 Geophysics 33000 1203210 TMC Geco-Prakla Industry 256 15100 26112106 CM-5/256 Houston USA /1995 Geophysics 33000 1203211 IBM Sears Product Service Group Industry 77 14720 .112 SP2/77 USA /1996 Database 20450 .12 IBM Sears Roebuck Industry 77 14720 .113 SP2/77 USA /1996 Database 20450 .13 IBM Nuclear Power Engineering Industry 72 13860 .121 SP2/72 Japan /1995 Energy 19120 .14 Cray Ford Motor Company Industry 16 13700 10000129 Y-MP C916/16512 Dearborn USA /1993 Automotive 15238 65015 Cray Ford Motor Company Industry 16 13700 10000130 Y-MP C916/16512 Dearborn USA /1995 Automotive 15238 65016 Cray EDS/General Motors Industry 10 13150 .152 Y-MP T932/101024 Auburn Hills USA /1996 Automotive 18125 .17 IBM Bell South Industry 67 13010 .153 SP2/67 USA /1995 Database 17790 .18 Cray Compagnie Generale de Geophysique (CGG) Industry 128 12800 20736161 T3D MCA128-8 Massy France /1995 Geophysics 19000 340819 Cray Phillips Petroleum Company Industry 128 12800 20736167 T3D MC128-8 Bartlesville USA /1994 Geophysics 19000 340820 NEC DIGICON Industry 6 11510 .183 SX-4/6 Houston USA /1996 Geophysics 12000 .90
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TOP500 Supercomputer SitesJack J. Dongarra, Hans W. Meuer, and Erich StrohmaierJune 7, 1996AbstractTo provide a better basis for statistics on high-performance computers, we listthe sites that have the 500 most powerful computer systems installed. The bestLinpack benchmark performance achieved is used as a performance measure inranking the computers.8.1 Introduction and ObjectivesStatistics on high-performance computers are of major interest to manufactur-ers, users, and potential users. These people wish to know not only the numberof systems installed, but also the location of the various supercomputers withinthe high-performance computing community and the applications for which acomputer system is being used. Such statistics can facilitate the establishmentof collaborations, the exchange of data and software, and provide a better un-derstanding of the high-performance computer market.Statistical lists of supercomputers are not new. Every year since 1986 HansMeuer [1] has published system counts of the major vector computer manufac-turers, based principally on those at the Mannheim Supercomputer Seminar.Statistics based merely on the name of the manufacturer are no longer useful,however. New statistics are required that re
ect the diversi�cation of super-computers, the enormous performance di�erence between low-end and high-endmodels, the increasing availability of massively parallel processing (MPP) sys-tems, and the strong increase in computing power of the high-end models ofworkstation suppliers (SMP).To provide this new statistical foundation, we have decided in 1993 to assem-ble and maintain a list of the 500 most powerful computer systems. Our list hasbeen compiled twice a year since June 1993 with the help of high-performancecomputer experts, computational scientists, manufacturers, and the Internetcommunity in general who responded to a questionnaire we sent out; we thankall the contributors for their cooperation. We have also used parts of statisticallists published by others for di�erent purposes [2].In the present list (which we call the Top500), we list computers ranked bytheir performance on the Linpack Benchmark. While we make every attemptto verify the results obtained from users and vendors, errors are bound to existand should be brought to our attention. We intend to continue to update this94



list half-yearly and, in this way, to keep track with the evolution of computers.Hence, we welcome any comments and information; please send electronic mailto top500@rz.uni-mannheim.de. The list is freely available by anonymous ftp toftp.uni-mannheim.de/top500/ or to www.netlib.org/benchmark/top500.ps. Theinterested reader can additionally create sublists out of the Top500 databaseand can make statistics on his own by using the WWW interface athttp://parallel.rz.uni-mannheim.de/top500.html orhttp://www.netlib.org/benchmark/top500.html.Here you also have access to postscript versions of slides dealing with the inter-pretation of the present situation as well as with the evolution over time sincewe started this project.8.2 The LINPACK BenchmarkAs a yardstick of performance we are using the \best" performance as measuredby the Linpack Benchmark [2]. Linpack was chosen because it is widely usedand performance numbers are available for almost all relevant systems.The Linpack Benchmark was introduced by Jack Dongarra. A detaileddescription as well as a list of performance results on a wide variety of machinesis available in postscript form from netlib. To retrieve a copy send electronic mailto netlib@ornl.gov and by typing the message send performance from benchmarkor from any machine on the internet type:rcp anon@netlib2.cs.utk.edu:benchmark/performance performance.The benchmark used in the Linpack Benchmark is to solve a dense systemof linear equations. For the Top500, we used that version of the benchmarkthat allows the user to scale the size of the problem and to optimize the softwarein order to achieve the best performance for a given machine. This performancedoes not re
ect the overall performance of a given system, as no single numberever can. It does, however, re
ect the performance of a dedicated system forsolving a dense system of linear equations. Since the problem is very regular,the performance achieved is quite high, and the performance numbers give agood correction of peak performance.By measuring the actual performance for di�erent problem sizes n, a user canget not only the maximal achieved performance Rmax for the problem size Nmaxbut also the problem size N1=2 where half of the performance Rmax is achieved.These numbers together with the theoretical peak performance Rpeak are thenumbers given in the Top500. To use a consistent yardstick for all systemwewe do not use results achieved by advanced parallel algorithm as de�ned in [2].If in the future a more realistic metric �nds widespread usage, so that numbersfor all systems in question are available, we may convert to that performancemeasure. 95



8.3 The TOP500 ListTable 1 shows the 500 most powerful commercially available computer systemsknown to us. To keep the list as compact as possible, we show only a part ofour information here:� Nworld Position within the Top500 ranking� Manufacturer Manufacturer or vendor� Computer Type indicated by manufacturer or vendor� Installation Site Customer� Location Location and country� Year Year of installation/last major update� Field of Application� # Proc. Number of processors1� Rmax Maximal Linpack performance achieved� Rpeak Theoretical peak performance� Nmax Problemsize for achieving Rmax� N1=2 Problemsize for achieving half of RmaxIf Rmax from Table 3 of the Linpack Report [2] is not available, we use the TPPperformance given in Table 1 of the Linpack Report [2] for solving a system of1000 equations. To use a consistent yardstick for all systemwe we do not useresults achieved by advancef parallel algorithm as de�ned in [2]. In a few caseswe interpolated between two measured system sizes or we scaled by cycle times.For models where we did not receive the requested data, the performance of thenext smaller system measured is used.If there should be any changes in the performances given in Table 1 we willupdate them.In addition to cross checking di�erent sources of information, we select ran-domly a statistical representative sample of the �rst 500 systems of our database.For these systems we ask the supplier of the information to establish direct con-tact between the installation site and us to verify the given information. Thisgives us basic information about the quality of the list in total.As the TOP500 should provide a basis for statistics on the market of high-performance computers, we limit the number of systems installed at vendor sites.This is done for each vendor separately by limiting the accumulated performanceof systems at vendor sites to a maximum of 5% of the total accumulated installedperformance of this vendor. Rounding is done in favor of the vendor in question.In Table 1, the computers are ordered �rst by their Rmax value. In the caseof equal performances (Rmax value) for di�erent computers, we have chosen toorder by Rpeak . For sites that have the same computer, the order is by memorysize and then alphabetically. 96



Top500 Supercomputers - WorldwideN Manufacturer Installation Site Field of # Rmax Nmaxworld Computer Location/Year Application Proc. Rpeak N1=2[M
op/s]1 Hitachi University of Tokyo Academic 1024 220400 138240SR2201/1024 Tokyo Japan /1996 307000 345602 Fujitsu NAL Research 166 170400 42000Numerical Wind Tunnel Japan /1996 Aerospace 280000 138003 Intel Sandia National Labs Research 3680 143400 55700XP/S140 Albuquerque USA /1993 184000 205004 Intel Oak Ridge National Laboratory Research 3072 127100 86000XP/S-MP 150 Oak Ridge USA /1995 154000 178005 Intel Japan Atomic Energy Research Research 2502 103500 .XP/S-MP 125 Japan /1996 125100 .6 Cray Government Classi�ed 1024 100500 81920T3D MC1024-8 USA /1994 152000 102247 Fujitsu National Lab. for High Energy Physics Research 80 98900 32640VPP500/80 Japan /1994 128000 100508 IBM Cornell Theory Center Academic 512 88400 73500SP2/512 Ithaca USA /1994 136000 201509 IBM IBM/Poughkeepsie Vendor 512 88400 73500SP2/512 Poughkeepsie USA /1995 136000 2015010 NEC NEC Fuchu Plant Vendor 32 66530 15360SX-4/32 Tokyo Japan /1995 Benchmarking 64000 179211 NEC Universitaet Stuttgart Research 32 66530 15360SX-4/32 Stuttgart Germany /1996 64000 179212 IBM Maui High-Performance Computing Center (MHPCC) Research 384 66300 .SP2/384 USA /1994 102400 .13 TMC Los Alamos National Laboratory Research 1056 59700 52224CM-5/1056 Los Alamos USA /1993 Energy 135100 2406414 Fujitsu Japan Atomic Energy Research Research 42 54500 .VPP500/42 Japan /1994 67200 .15 Fujitsu Nagoya University Academic 42 54500 .VPP500/42 Nagoya Japan /1995 67200 .16 TMC Minnesota Supercomputer Center Academic 896 52300 .CM-5/896 USA /1994 114700 .17 Fujitsu National Genetics Research Lab. Research 40 52070 .VPP500/40 Japan /1995 64000 .18 Fujitsu Tokyo University - Inst. of Solid State Physics Academic 40 52070 .VPP500/40 Tokyo Japan /1994 64000 .19 Cray Los Alamos National Laboratory Research 512 50800 57856T3D MC512-8 Los Alamos USA /1994 Energy 76000 713620 Cray Minnesota Supercomputer Center Academic 512 50800 57856T3D MC512-8 USA /1995 76000 7136Mannheim/Tennessee June 7, 1996
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Top500 Supercomputers - WorldwideN Manufacturer Installation Site Field of # Rmax Nmaxworld Computer Location/Year Application Proc. Rpeak N1=2[M
op/s]21 Cray Pittsburgh Supercomputing Center Academic 512 50800 57856T3D MC512-8 Pittsburgh USA /1994 76000 713622 Cray University of Edinburgh Academic 512 50800 57856T3D MC512-8 Edinburgh UK /1996 76000 713623 Fujitsu The Angstrom Technology Partnership Research 32 42400 20736VPP500/32 Tsukuba Japan /1993 51200 494024 NEC Japan Marine Science and Technology Research 20 42400 .SX-4/20 Japan /1995 40000 .25 NEC National Research Institute for Metals Research 20 42400 .SX-4/20 Japan /1996 40000 .26 NEC Toyota Central Research Development Industry 20 42400 .SX-4/20 Japan /1996 Automotive 40000 .27 Fujitsu Tsukuba University Research 30 39812 .VPP500/30 Tsukuba Japan /1993 48000 .28 Fujitsu Institute of Physical and Chemical Res. (RIKEN) Research 28 37225 .VPP500/28 Tokyo Japan /1993 44800 .29 IBM Paci�c Northwest Laboratories/Batelle Research 208 36450 42200SP2/208 Richland USA /1996 55000 1030030 NEC National Aerospace Laboratory (NLR) Research 16 34420 14336SX-4/16 Noordoostpolder Netherlands /1996 Aerospace 32000 96031 NEC National Cardiovascular Center Research 16 34420 14336SX-4/16 Japan /1996 32000 96032 Intel Rome Laboratory Research 816 33700 .XP/S-MP 41 USA /1995 40800 .33 TMC NCSA Academic 512 30400 36864CM-5/512 Urbana-Champaign USA /1993 66000 1638434 TMC National Security Agency Classi�ed 512 30400 36864CM-5/512 USA /1993 66000 1638435 Cray Nippon Telegraph and Telephone (NTT) Industry 32 29360 .Y-MP T932/321024 Japan /1995 58000 .36 IBM NASA/Ames Research Center/NAS Research 160 28700 42200SP2/160 Mo�ett Field USA /1994 42500 1030037 Hitachi Hitachi Ltd. GPCD Vendor 4 28400 15500S-3800/480 Japan /1994 Software 32000 83038 Hitachi Japan Meteorological Agency Research 4 28400 15500S-3800/480 Japan /1995 Weather 32000 83039 Hitachi University of Tokyo Academic 4 28400 15500S-3800/480 Tokyo Japan /1993 32000 83040 SGI Silicon Graphics Vendor 128 26653 53000POWER CHALLENGEarray Mountain View USA /1995 Benchmarking 46080 20000Mannheim/Tennessee June 7, 1996
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Top500 Supercomputers - WorldwideN Manufacturer Installation Site Field of # Rmax Nmaxworld Computer Location/Year Application Proc. Rpeak N1=2[M
op/s]41 NEC Swiss Scienti�c Computing Center (CSCS) Research 12 25800 .SX-4/12 Manno Switzerland /1995 32000 .42 Cray Caltech/JPL Academic 256 25300 40960T3D SC256-8/264 Pasadena USA /1994 38000 491843 Cray Defense Research Agency Classi�ed 256 25300 40960T3D MC256-8 Farnborough UK /1994 38000 491844 Cray EXXON Industry 256 25300 40960T3D MC256-8 USA /1995 Geophysics 38000 491845 Cray Ecole Polytechnique Federale de Lausanne Academic 256 25300 40960T3D MC256-8 Lausanne Switzerland /1994 38000 491846 Cray Lawrence Livermore National Laboratory Research 256 25300 40960T3D SC256-8/364 Livermore USA /1994 Energy 38000 491847 Cray Los Alamos National Laboratory Research 256 25300 40960T3D SC256-8/464 Los Alamos USA /1994 Energy 38000 491848 Cray ZIB/Konrad Zuse-Zentrum fuer Informationstechnik Academic 256 25300 40960T3D SC256-8/464 Berlin Germany /1995 38000 491849 NEC Atmospheric Environment Service (AES) Research 4 23200 6400SX-3/44R Dorval Canada /1994 Weather 26000 83050 NEC Tohoku University Academic 4 23200 6400SX-3/44R Aramaki Japan /1993 26000 83051 SGI NCSA Research 96 22146 53000powcha90/96 Urbana-Champaign USA /1995 34560 2000052 Hitachi Hokkaido University Academic 3 21600 15680S-3800/380 Sapporo Japan /1994 24000 76053 Hitachi Institute for Materials Research/Tohoku University Academic 3 21600 15680S-3800/380 Japan /1994 24000 76054 Fujitsu Kyoto University Academic 15 20360 .VPP500/15 Kyoto Japan /1994 24000 .55 NEC Atmospheric Environment Service (AES) Research 4 20000 6144SX-3/44 Dorval Canada /1991 Weather 22000 83256 Intel ETH Academic 450 18700 .XP/S-MP 22 Zuerich Switzerland /1995 22500 .57 IBM MCI Industry 104 18590 .SP2/104 USA /1994 27700 .58 SGI US Army Research Laboratory Research 96 18455 53000POWER CHALLENGEarray Aberdeen USA /1995 28800 2000059 NEC National Inst. for Molecular Science Research 3 17400 6144SX-3/34R Okozaki Japan /1993 19500 69160 NEC ATR Optical Communication Lab Research 8 17200 .SX-4/8 Japan /1996 16000 .Mannheim/Tennessee June 7, 1996
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op/s]61 NEC Atmospheric Environment Service (AES) Research 8 17200 .SX-4/8 Dorval Canada /1995 Weather 16000 .62 NEC Danish Meteorological Institute Research 8 17200 .SX-4/8 Copenhagen Denmark /1996 16000 .63 NEC National Geographic Agency Research 8 17200 .SX-4/8 Japan /1996 16000 .64 IBM KTH - Royal Institute of Technology Research 96 17170 .SP2/96 Stockholm Sweden /1996 25500 .65 SGI Silicon Graphics Vendor 64 15598 37000POWER CHALLENGEarray Cortaillod Switzerland /1995 Benchmarking 23040 850066 Cray KFA Research 12 15430 .Y-MP T916/12512 Juelich Germany /1996 21750 .67 Intel Caltech Research 512 15200 23000XP/S35 Pasadena USA /1994 25600 900068 Intel Oak Ridge National Laboratory Research 512 15200 23000XP/S35 Oak Ridge USA /1992 25600 900069 IBM NIH (National Institute of Health) Research 85 15190 .SP2/85 Frederick USA /1995 22660 .70 TMC Geco-Prakla Industry 256 15100 26112CM-5/256 Houston USA /1994 Geophysics 33000 1203271 TMC Geco-Prakla Industry 256 15100 26112CM-5/256 Houston USA /1995 Geophysics 33000 1203272 TMC Government Classi�ed 256 15100 26112CM-5/256 USA /1993 33000 1203273 TMC US Naval Research Laboratory Research 256 15100 26112CM-5/256 Washington D.C. USA /1992 33000 1203274 Hitachi Central Res. Inst. of Electric Power Ind. Research 2 14600 15680S-3800/280 Japan /1996 16000 57075 IBM SARA (Stichting Academisch Rekencentrum) Research 76 14312 .SP2/76 Amsterdam Netherlands /1995 20260 .76 IBM National Center for High Performance Computing Academic 80 14300 .SP2/80 Taiwan /1996 21120 .77 IBM CNUSC Academic 79 14120 .SP2/79 Montpellier France /1996 20860 .78 Intel Caltech Academic 512 13900 25000Delta Pasadena USA /1991 20480 750079 IBM Leibniz Rechenzentrum Academic 77 13760 .SP2/77 Muenchen Germany /1995 20330 .80 IBM Sears Product Ser Grp Industry 77 13760 .SP2/77 USA /1996 20330 .Mannheim/Tennessee June 7, 1996
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op/s]81 Cray Cray Research Vendor 16 13700 10000Y-MP C916/16256 Chippewa Falls USA /1992 15238 65082 Cray Cray Research Vendor 16 13700 10000Y-MP C916/16512 Eagan USA /1992 15238 65083 Cray DKRZ Research 16 13700 10000Y-MP C916/16256 Hamburg Germany /1995 Weather 15238 65084 Cray DOD/CEWES Research 16 13700 10000Y-MP C916/161024 Vicksburg USA /1994 Mechanics 15238 65085 Cray DOE/Bettis Atomic Power Laboratory Research 16 13700 10000Y-MP C916/16256 USA /1993 15238 65086 Cray DOE/Knolls Atomic Power Laboratory Research 16 13700 10000Y-MP C916/16256 USA /1993 15238 65087 Cray DOE/National Security Agency Classi�ed 16 13700 10000Y-MP C916/16512 USA /1994 15238 65088 Cray ECMWF Research 16 13700 10000Y-MP C916/16256 Reading UK /1994 Weather 15238 65089 Cray Ford Motor Company Industry 16 13700 10000Y-MP C916/16512 Dearborn USA /1993 Automotive 15238 65090 Cray Ford Motor Company Industry 16 13700 10000Y-MP C916/16512 Dearborn USA /1995 Automotive 15238 65091 Cray Government Classi�ed 16 13700 10000Y-MP C916/161024 USA /1992 15238 65092 Cray Government Classi�ed 16 13700 10000Y-MP C916/161024 USA /1992 15238 65093 Cray Government Classi�ed 16 13700 10000Y-MP C916/161024 USA /1992 15238 65094 Cray Government Classi�ed 16 13700 10000Y-MP C916/161024 USA /1992 15238 65095 Cray Government Classi�ed 16 13700 10000Y-MP C916/16512 USA /1994 15238 65096 Cray Government Communications Headquarters Classi�ed 16 13700 10000Y-MP C916/16256 Benhall UK /1994 15238 65097 Cray KIST/System Engineering Research Institute Academic 16 13700 10000Y-MP C916/16512 Korea /1993 15238 65098 Cray Lawrence Livermore National Laboratory Research 16 13700 10000Y-MP C916/16256 Livermore USA /1992 Energy 15238 65099 Cray MITI Research 16 13700 10000Y-MP C916/161024 Osaka Japan /1994 15238 650100 Cray NASA/Ames Research Center/NAS Research 16 13700 10000Y-MP C916/161024 Mo�ett Field USA /1993 15238 650Mannheim/Tennessee June 7, 1996
101



Top500 Supercomputers - WorldwideN Manufacturer Installation Site Field of # Rmax Nmaxworld Computer Location/Year Application Proc. Rpeak N1=2[M
op/s]101 Cray NERSC Research 16 13700 10000Y-MP C916/16256 Berkley USA /1992 15238 650102 Cray NOAA Research 16 13700 10000Y-MP C916/16256 Suitland USA /1994 Weather 15238 650103 Cray NOAA/GFDL Research 16 13700 10000Y-MP C916/16256 USA /1995 Weather 15238 650104 Cray NOAA/National Center for Environment Prediction Research 16 13700 10000Y-MP C916/16256 Suitland USA /1994 15238 650105 Cray Pittsburgh Supercomputing Center Academic 16 13700 10000Y-MP C916/16512 Pittsburgh USA /1994 15238 650106 Cray Res. Inf. Processing System (RIPS) Research 16 13700 10000Y-MP C916/16256 Tsukuba Japan /1994 15238 650107 Cray Tohoku University, Institute of Fluid Science Academic 16 13700 10000Y-MP C916/161024 Aramaki Japan /1994 15238 650108 Cray US Naval Oceanographic Command Research 16 13700 10000Y-MP C916/161024 Bay Saint Louis USA /1994 Weather 15238 650109 Cray United Kingdom Meteorological O�ce Research 16 13700 10000Y-MP C916/16256 Bracknell UK /1994 Weather 15238 650110 Fujitsu Communications Res. Lab. (CRL) Research 10 13675 .VPP500/10 Tokyo Japan /1993 16000 .111 NEC DIGICON Industry 6 12900 .SX-4/6 Montreal Canada /1996 Geophysics 12000 .112 IBM Nuclear Power Engineering Industry 72 12870 .SP2/72 Japan /1995 Energy 19200 .113 Cray Air Force/Eglin Air Force Base Classi�ed 128 12800 20736T3D MC128-8 Eglin USA /1994 19000 3408114 Cray CEA/Centre d'Etudes Research 128 12800 20736T3D MC128-8 Limeil-Valenton France /1993 19000 3408115 Cray CEA/Centre d'Etudes Nucleaires Research 128 12800 20736T3D MCA128-8 Grenoble France /1994 Energy 19000 3408116 Cray Compagnie Generale de Geophysique (CGG) Industry 128 12800 20736T3D MCA128-8 Massy France /1995 Geophysics 19000 3408117 Cray Cray Research Vendor 128 12800 20736T3D MC128-8 Eagan USA /1995 19000 3408118 Cray Cray Research Vendor 128 12800 20736T3D MCA128-8 Eagan USA /1996 19000 3408119 Cray ECMWF Research 128 12800 20736T3D MCA128-8 Reading UK /1994 Weather 19000 3408120 Cray Environmental Protection Agency Research 128 12800 20736T3D MCA128-8 USA /1995 19000 3408Mannheim/Tennessee June 7, 1996
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op/s]121 Cray IRISA Research 128 12800 20736T3D MCA128-8 Rennes France /1995 Aerospace 19000 3408122 Cray Max-Planck-Gesellschaft MPI Research 128 12800 20736T3D MCA128-8 Munchen Germany /1995 19000 3408123 Cray Phillips Petroleum Company Industry 128 12800 20736T3D MC128-8 Bartlesville USA /1994 Geophysics 19000 3408124 Cray Reactor Nuclear Fuel Development Research 128 12800 20736T3D MCA128-2 Japan /1994 19000 3408125 Cray Tohoku University, Institute of Fluid Science Academic 128 12800 20736T3D MCA128-8 Aramaki Japan /1994 19000 3408126 Cray UCSD/San Diego Supercomputer Center Academic 128 12800 20736T3D MCA128-8 San Diego USA /1995 19000 3408127 Cray University of Alaska - ARSC Academic 128 12800 20736T3D MC128-8 Fairbanks USA /1995 19000 3408128 IBM Universitaet Karlsruhe Academic 56 12700 .SP2/56 Karlsruhe Germany /1996 17240 .129 IBM PIK Research 69 12330 .SP2/69 Potsdam Germany /1996 18220 .130 Intel ONERA Research 294 12250 .XP/S-MP 15 Chatillon France /1995 Aerospace 14700 .131 IBM DLR Research 68 12150 .SP2/68 Koeln Germany /1996 17950 .132 Intel Oak Ridge National Laboratory Research 288 12000 .XP/S-MP 14 Oak Ridge USA /1995 14400 .133 IBM Bell South Industry 67 11970 .SP2/67 USA /1995 17690 .134 Intel UCSD/San Diego Supercomputer Center Academic 400 11900 .XP/S30 San Diego USA /1993 20000 .135 IBM CERN Research 65 11620 .SP2/65 Geneva Switzerland /1995 17330 .136 NEC German Aerospace Laboratory (DLR) Research 2 11600 4352SX-3/24R Goettingen Germany /1994 Aerospace 13000 516137 NEC National Institute of Fusion Science (NIFS) Research 2 11600 4352SX-3/24R Japan /1993 13000 516138 NEC Swiss Scienti�c Computing Center (CSCS) Research 2 11600 4352SX-3/24R Manno Switzerland /1994 13000 516139 NEC VW (Volkswagen AG) Industry 2 11600 4352SX-3/24R Wolfsburg Germany /1995 Automotive 13000 516140 IBM InterUniversity Academic 64 11400 26500SP2/64 Israel /1996 17000 6250Mannheim/Tennessee June 7, 1996
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op/s]141 IBM Maui High-Performance Computing Center (MHPCC) Research 64 11400 26500SP2/64 USA /1994 17000 6250142 Fujitsu Fujitsu Ltd. Vendor 8 11000 10368VPP500/8 Numazu Japan /1993 12800 2025143 Cray CEA (Commissariat a l'Energie Atomique) Research 8 10880 .Y-MP T916/8256 Limeil France /1996 14500 .144 IBM Tokyo Metropolitan University Academic 60 10730 .SP2/60 Tokyo Japan /1995 16000 .145 IBM Pennsylvania State University Academic 59 10525 .SP2/59 USA /1994 15690 .146 Convex Hewlett-Packard CXTC Vendor 64 10402 .SPP1600/XA-64 Richardson USA /1996 Benchmarking 15360 .147 Cray Tokyo Institute of Technology Academic 12 10270 .Y-MP C916/12256 Tokyo Japan /1995 11430 .148 Intel NAL Research 336 10000 .XP/S25 Japan /1994 16800 .149 Intel NRAD Research 336 10000 .XP/S25 USA /1994 16800 .150 TMC Los Alamos National Laboratory Research 2048 9800 29696CM-200/64k Los Alamos USA / . Energy 20000 11264151 TMC Los Alamos National Laboratory Research 2048 9800 29696CM-200/64k Los Alamos USA / . Energy 20000 11264152 IBM Autozone Industry 54 9680 .SP2/54 USA /1995 14400 .153 Fujitsu Institute of Space Astronautical Science (ISAS) Research 7 9650 .VPP500/7 Tokyo Japan /1993 11200 .154 SGI Government Classi�ed 40 9398 27000POWER CHALLENGEarray USA /1995 14400 6775155 SGI Government Classi�ed 40 9398 27000POWER CHALLENGEarray USA /1995 14400 6775156 IBM Federal Express Industry 50 9060 .SP2/50 USA /1995 13200 .157 IBM Nihon Genken Tokai Research 50 9060 .SP2/50 Japan /1995 13200 .158 IBM Ensign Industry 48 8600 .SP2/48 UK /1996 Geophysics 12770 .159 IBM Institute of Math and Statistics Research 48 8600 .SP2/48 Japan /1995 12770 .160 IBM NASA/Langley Research Center Research 48 8600 .SP2/48 Hampton USA /1994 12770 .Mannheim/Tennessee June 7, 1996
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op/s]161 IBM Okazaki Bunshi Ken Research 48 8600 .SP2/48 Japan /1994 12770 .162 IBM PCS Inc Industry 48 8600 .SP2/48 USA /1996 12770 .163 IBM Rika dai Academic 48 8600 .SP2/48 Japan /1996 12770 .164 IBM University of Michigan Academic 48 8600 .SP2/48 Michigan USA /1996 12770 .165 NEC German Aerospace Laboratory (DLR) Research 4 8600 .SX-4/4 Goettingen Germany /1996 Aerospace 8000 .166 IBM Tohoku University, Kohgaku-bu Academic 46 8250 .SP2/46 Aramaki Japan /1996 11620 .167 Parsytec Universitaet Heidelberg - IWR Academic 192 7999 27192GC PowerPlus/192 Heidelberg Germany /1995 15360 9500168 Parsytec Universitaet Paderborn - PC2 Academic 192 7999 27192GC PowerPlus/192 Paderborn Germany /1995 15360 9500169 IBM Centro de Supercomputacion de Catalunya Academic 44 7900 .SP2/44 Barcelona Spain /1996 20330 .170 SGI Government Classi�ed 40 7831 27000POWER CHALLENGEarray USA /1995 12000 6775171 SGI Government Classi�ed 40 7831 27000POWER CHALLENGEarray USA /1995 12000 6775172 SGI Government Classi�ed 40 7831 27000POWER CHALLENGEarray USA /1995 12000 6775173 SGI Government Classi�ed 40 7831 27000POWER CHALLENGEarray USA /1995 12000 6775174 TMC The Angstrom Technology Partnership Research 128 7700 18432CM-5E/128 Tsukuba Japan /1994 20000 8192175 TMC AMEX Industry 128 7700 18432CM-5/128 USA /1993 16000 8192176 TMC Government Classi�ed 128 7700 18432CM-5/128 USA /1993 16000 8192177 TMC Institut de Physique du Globe de Paris (IPG) Research 128 7700 18432CM-5/128 Paris France /1992 16000 8192178 TMC JPL Research 128 7700 18432CM-5/128 Pasadena USA /1995 16000 8192179 TMC MIT Research 128 7700 18432CM-5/128 Cambridge USA / . 16000 8192180 Intel Okayama University Academic 256 7600 16000XP/S20 Okayama Japan /1994 12800 4000Mannheim/Tennessee June 7, 1996
105



Top500 Supercomputers - WorldwideN Manufacturer Installation Site Field of # Rmax Nmaxworld Computer Location/Year Application Proc. Rpeak N1=2[M
op/s]181 Intel Wright Patterson AFB Research 256 7600 16000XP/S20 USA /1994 12800 4000182 IBM Federal Express Industry 42 7550 .SP2/42 USA /1996 11090 .183 IBM Fidelity Investments Industry 42 7550 .SP2/42 USA /1995 11090 .184 SGI INRIA - Sophia Antipolis Research 32 7542 22000POWER CHALLENGEarray Rennes France /1995 11520 5600185 SGI NASA/Ames Research 32 7542 22000POWER CHALLENGEarray Mountain View USA /1995 Aerospace 11520 5600186 SGI NASA/JPL Academic 32 7542 22000POWER CHALLENGEarray Pasadena USA /1995 11520 5600187 SGI Boston University Academic 38 7445 27000POWER CHALLENGEarray Boston USA /1995 11400 6775188 Convex NCSA Academic 64 7408 42000SPP1200/XA-64 Urbana-Champaign USA /1995 15360 .189 Hitachi Meteorological Research Institute Research 1 7400 15680S-3800/180 Japan /1993 Weather 8000 470190 IBM National Cancer Research Institute Research 40 7200 .SP2/40 Tokyo Japan /1994 10640 .191 IBM Seoul National University Academic 40 7200 .SP2/40 Seoul Korea /1995 10640 .192 IBM UNI-C/Lyngby Academic 40 7200 .SP2/40 Denmark /1995 10640 .193 IBM Western Geophysical Industry 40 7200 .SP2/40 UK /1996 Geophysics 10640 .194 Hitachi Suzuki Motor Industry 2 7100 .S-3800/260 Japan /1993 Automotive 8000 .195 IBM GMD Research 38 6860 .SP2/38 Germany /1995 10130 .196 IBM UCLA Academic 38 6860 .SP2/38 Los Angeles USA /1994 10130 .197 Cray BMW AG Industry 8 6850 .Y-MP C98/8256 Muenchen Germany /1995 Automotive 7619 .198 Cray CNRS/IDRIS Research 8 6850 .Y-MP C98/8512 Orsay France /1993 7619 .199 Cray Direction de la Meteorologie Nationale Research 8 6850 .Y-MP C98/8256 Toulouse France /1994 Weather 7619 .200 Cray EDS/General Motors Industry 8 6850 .Y-MP C98/81024 USA /1995 Automotive 7619 .Mannheim/Tennessee June 7, 1996
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op/s]201 Cray Electricite de France Industry 8 6850 .Y-MP C98/8512 Clamart France /1994 Energy 7619 .202 Cray Ford Industry 8 6850 .Y-MP C916/8512 Koeln Germany /1995 Automotive 7619 .203 Cray IRISA Research 8 6850 .Y-MP C98/8512 Rennes France /1993 Aerospace 7619 .204 Cray Minnesota Supercomputer Center Academic 8 6850 .Y-MP C916/8512 USA /1994 7619 .205 Cray NASA/Ames Research Center/CCF Research 8 6850 .Y-MP C916/8256 Mo�ett Field USA /1993 Aerospace 7619 .206 Cray UCSD/San Diego Supercomputer Center Academic 8 6850 .Y-MP C98/8128 San Diego USA /1993 7619 .207 Cray US Navy/Fleet Numerical Oceanography Center Research 8 6850 .Y-MP C916/8256 Monterey USA /1994 Weather 7619 .208 IBM Rensselaer Polytechnic Academic 36 6500 .SP2/36 Troy USA /1994 9570 .209 Cray CINECA Research 64 6400 20736T3D MC64-8 Bologna Italy /1995 9600 2368210 Cray Mitsubishi Electric Corporation Industry 64 6400 20736T3D MC64-2 Kanagawa Japan /1994 Electronics 9600 2368211 Cray Mobil / Technical Center Industry 64 6400 20736T3D MCA64-8 Tulsa USA /1995 Geophysics 9600 2368212 Cray NASA/Lewis Research Center Research 64 6400 20736T3D MCA64-8 Cleveland USA /1994 9600 2368213 Cray NCAR (National Center for Atmospheric Research) Research 64 6400 20736T3D MCA64-8 Boulder USA /1994 Weather 9600 2368214 Cray US Naval Underwater Weapons Center Classi�ed 64 6400 20736T3D MCA64-8 USA /1995 9600 2368215 IBM MCI Industry 35 6340 .SP2/35 USA /1995 9330 .216 IBM Phillipps University of Marburg Academic 35 6340 .SP2/35 Marburg Germany /1995 9330 .217 IBM Shell KSEPL Industry 35 6340 .SP2/35 Netherlands /1996 Geophysics 9330 .218 IBM Shopko Stores Industry 35 6340 .SP2/35 USA /1996 9330 .219 Intel Government Classi�ed 208 6250 .XP/S15 Washington DC USA /1995 10400 .220 Intel NOAA Research 208 6250 .XP/S15 Boulder USA /1994 10400 .Mannheim/Tennessee June 7, 1996
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op/s]221 Convex HTC Industry 64 6192 41000SPP1000/XA-64 Babelsberg Germany /1995 12800 11400222 Convex Josef Stefan Institut Research 64 6192 41000SPP1000/XA-64 Ljubljana Slovenia /1994 12800 11400223 SGI AMOCO Industry 24 6118 15000POWER CHALLENGE 10000 Tulsa USA /1996 Geophysics 9360 3100224 SGI BMW AG Industry 24 6118 15000POWER CHALLENGE 10000 Muenchen Germany /1996 Automotive 9360 3100225 IBM Westinghouse Electric Industry 33 5990 .SP2/33 USA /1996 Energy 8800 .226 Digital Digital Equipment Corporation Vendor 12 5904 9548AlphaServer 8400 5/350 Maynard USA /1996 Benchmarking 8400 3010227 SGI Georgia Institute of Technology Research 22 5812 15000POWER CHALLENGE 10000 Atlanta USA /1996 8580 2900228 Intel Grant Tensor Industry 192 5800 .XP/S14 Houston USA /1995 Geophysics 9600 .229 IBM Amerada Hess Industry 32 5800 18000SP2/32 USA /1994 8500 4500230 IBM CINECA Research 32 5800 18000SP2/32 Bologna Italy /1995 8500 4500231 IBM China Meterological Administration Research 32 5800 18000SP2/32 China /1995 8500 4500232 IBM City University of Hong Kong Academic 32 5800 18000SP2/32 Hong Kong /1995 8500 4500233 IBM HMC Industry 32 5800 18000SP2/32 Korea /1996 8500 4500234 IBM Kogiin Kagiken Research 32 5800 18000SP2/32 Japan /1996 8500 4500235 IBM PGS Tensor Industry 32 5800 18000SP2/32 USA /1995 8500 4500236 NEC Japan Atomic Energy Research Research 4 5800 3584SX-3/41R Japan /1992 6400 414237 NEC Osaka University Academic 1 5800 2816SX-3/14R Osaka Japan /1993 6400 282238 NEC Toyota Central Research Development Industry 1 5800 2816SX-3/14R Japan /1992 Automotive 6400 282239 Cray Bayer AG Industry 32 5800 10000Y-MP J932/32-4096 Leverkusen Germany /1996 Chemistry 6400 550240 Cray Cray Research Vendor 32 5800 10000Y-MP J932/32-8192 Eagan USA /1995 6400 550Mannheim/Tennessee June 7, 1996
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op/s]241 Cray NASA/Goddard Space Flight Center Research 32 5800 10000Y-MP J932/32-4096 Greenbelt USA /1995 Weather 6400 550242 Cray University Groningen Academic 32 5800 10000Y-MP J932/32-4096 Groningen Netherlands /1996 6400 550243 Convex Universitaet Mainz Academic 48 5744 34000SPP1200/XA-48 Mainz Germany /1995 11520 .244 Cray Boeing Industry 4 5735 .Y-MP T94/4128 Seattle USA / . Aerospace 7200 .245 Cray Cray Research Vendor 4 5735 .Y-MP T94/4128 Eagan USA /1995 7200 .246 Cray Cray Research Vendor 4 5735 .Y-MP T94/4128 Eagan USA /1995 7200 .247 Cray Ford Motor Company Industry 4 5735 .Y-MP T94/4128 Dearborn USA /1995 Automotive 7200 .248 Cray Government Classi�ed 4 5735 .Y-MP T94/4128 Colorado Springs USA /1995 7200 .249 Cray Government Classi�ed 4 5735 .Y-MP T94/4128 Colorado Springs USA /1995 7200 .250 Cray Japan Atomic Energy Research Research 4 5735 .Y-MP T94/4128 Japan /1996 7200 .251 Cray Los Alamos National Laboratory Research 4 5735 .Y-MP T94/4128 Los Alamos USA /1995 Energy 7200 .252 Cray NASA/Marshall Space Flight Center Research 4 5735 .Y-MP T916/4256 USA /1996 Aerospace 7200 .253 Cray North Carolina Supercomputer Center Academic 4 5735 .Y-MP T916/4256 USA /1995 7200 .254 Cray Toyota Motor Company Industry 4 5735 .Y-MP T94/464 Japan /1995 Automotive 7200 .255 TMC Epsilon Industry 96 5700 .CM-5/96 USA /1993 13370 .256 TMC University of California at Berkeley Academic 96 5700 .CM-5/96 USA / . 13370 .257 SGI University Jaume I Academic 24 5650 .POWER CHALLENGEarray Castellon Spain /1995 8640 .258 SGI University of Minnesota Academic 24 5650 .POWER CHALLENGEarray Minneapolis USA /1995 8640 .259 IBM NIST - US Department of Commerce Research 31 5630 .SP2/31 Gaithersburg USA /1994 8260 .260 Fujitsu Fujitsu Vendor 4 5600 7344VPP500/4 San Jose USA /1995 6400 1250Mannheim/Tennessee June 7, 1996
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op/s]261 Fujitsu IFP (Institute Francais du Petrole) Academic 4 5600 7344VPP500/4 Rueil-Malmaison France /1995 Geophysics 6400 1250262 Fujitsu Toritsu Kagaku Gijutsu University Academic 4 5600 7344VPP500/4 Japan /1993 6400 1250263 Fujitsu Toyota Motor Company Industry 4 5600 7344VPP500/4 Japan /1994 Automotive 6400 1250264 Fujitsu/SNI Universitaet Aachen Academic 4 5600 7344VPP500/4 Aachen Germany /1993 6400 1250265 Fujitsu/SNI Universitaet Darmstadt Academic 4 5600 7344VPP500/4 Darmstadt Germany /1994 6400 1250266 Convex Ford Industry 32 5452 27000SPP1600/XA-32 Dearborn USA /1996 Automotive 7680 4500267 IBM CRS4 Research 30 5450 .SP2/30 Cagliari Italy /1995 7980 .268 IBM Columbia University Academic 30 5450 .SP2/30 Lamont USA /1995 7980 .269 IBM First Interstate Bank Industry 30 5450 .SP2/30 USA /1996 7980 .270 IBM Shell KSEPL Industry 30 5450 .SP2/30 Netherlands /1995 Geophysics 7980 .271 IBM Shell KSLA Industry 30 5450 .SP2/30 Netherlands /1995 Geophysics 7980 .272 IBM Shell Oil Corporation Industry 30 5450 .SP2/30 USA /1994 Geophysics 7980 .273 IBM Shell Oil Corporation Industry 30 5450 .SP2/30 USA /1994 Geophysics 7980 .274 IBM Universitaet Stuttgart Academic 30 5450 .SP2/30 Stuttgart Germany /1996 7980 .275 IBM World Com Industry 30 5450 .SP2/30 USA /1995 7980 .276 Parsytec Japan Institute of Advanced Technology Research 128 5246 22000GC PowerPlus/128 Japan /1994 10240 7800277 Parsytec Swedish National Supercomputer Centre Academic 128 5246 22000GC PowerPlus/128 Linkoping Sweden /1994 10240 7800278 Parsytec Technische Universitaet Chemnitz Academic 128 5246 22000GC PowerPlus/128 Chemnitz Germany /1994 10240 7800279 Parsytec Universitaet Hamburg-Harburg Academic 128 5246 22000GC PowerPlus/128 Hamburg-Harburg Germany /1994 10240 7800280 TMC Florida State University Academic 2048 5200 26624CM-2/64k Tallahassee USA / . 14000 11000Mannheim/Tennessee June 7, 1996
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op/s]281 TMC SRC Industry 2048 5200 26624CM-2/64k USA /1993 14000 11000282 IBM ABSA Industry 28 5100 .SP2/28 South Africa /1996 Database 7460 .283 IBM L.L.Bean Industry 28 5100 .SP2/28 USA /1994 7460 .284 IBM Loral Industry 28 5100 .SP2/28 USA /1994 7460 .285 IBM Morgan Stanley Industry 28 5100 .SP2/28 USA /1995 7460 .286 IBM US West Industry 28 5100 .SP2/28 USA /1996 7460 .287 IBM University of Southern California Academic 28 5100 .SP2/28 Los Angeles USA /1996 7460 .288 Cray Government Classi�ed 28 5075 .Y-MP J932/28-2048 USA /1996 5600 .289 Digital CERN Research 10 5074 9540AlphaServer 8400 5/350 Geneva Switzerland /1996 7000 3010290 Digital Informix Industry 10 5074 9540AlphaServer 8400 5/350 USA /1996 Database 7000 3010291 Meiko Lawrence Livermore National Laboratory Research 224 5000 18688CS-2/224 Livermore USA /1994 Energy 40300 6144292 Meiko Universitaet Wien Academic 128 5000 18688CS-2/128 Wien Austria /1994 23000 6144293 Meiko Lawrence Livermore National Laboratory Research 64 5000 18688CS-2/64 Livermore USA /1994 Energy 11500 6144294 TMC Government Classi�ed 1024 5000 21504CM-200/32k USA /1989 10000 8192295 TMC Minnesota Supercomputer Center Academic 1024 5000 21504CM-200/32k USA / . 10000 8192296 TMC Western Geophysical Industry 1024 5000 21504CM-200/32k Houston USA /1994 Geophysics 10000 8192297 Digital Dial Corporation Industry 12 5000 9548AlphaServer 8400 5/300 Phoenix USA /1996 Construction 7200 1148298 Digital National Security Agency Classi�ed 12 5000 9548AlphaServer 8400 5/300 USA /1996 7200 1148299 NEC NEC Systems Laboratories Inc. Research 2 5000 3072SX-3/22 Houston USA /1991 5500 384300 NEC National Institute of Environmental Studies Research 1 5000 3072SX-3/14 Japan /1992 Environment 5500 384Mannheim/Tennessee June 7, 1996
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op/s]301 IBM Hill's Pet Food Industry 27 4920 .SP2/27 USA /1996 7200 .302 IBM ISSC, Unisource Industry 27 4920 .SP2/27 USA /1995 7200 .303 SGI Paci�c Northwest Laboratories/Batelle Research 24 4896 18000POWER CHALLENGEarray Hanford USA /1995 7200 3500304 SGI University of Oregon Academic 24 4896 18000POWER CHALLENGEarray Eugene USA /1995 7200 3500305 Convex Tokyo University Academic 48 4802 .SPP1000/XA-48 Tokyo Japan /1996 9600 .306 Convex Universitaet Erlangen Academic 48 4802 .SPP1000/XA-48 Erlangen Germany /1994 9600 .307 IBM Argonne Nat. Lab Research 128 4800 260009076-005 SP1 USA /1993 16000 6000308 KSR Paci�c Northwest Laboratories/Batelle Research 80 4770 .KSR2-80 Richland USA /1994 6400 .309 IBM John Alden Insurance Industry 26 4740 .SP2/26 USA /1994 6930 .310 IBM Tohoku University Academic 26 4740 .SP2/26 Aramaki Japan /1996 6930 .311 SGI Florida State University Academic 20 4710 .POWER CHALLENGEarray Tallahassee USA /1995 7200 .312 SGI University of Queensland Academic 20 4710 .POWER CHALLENGEarray St Lucia Australia /1995 7200 .313 Cray Chrysler Motors Company Industry 6 4630 .Y-MP C98/6256 USA /1995 Automotive 5715 .314 Cray General Electric - Aircraft Eng Industry 6 4630 .Y-MP C98/6256 USA /1995 Aerospace 5715 .315 Cray NIST - US Department of Commerce Research 6 4630 .Y-MP C98/6256 Gaithersburg USA /1996 5715 .316 SGI Ford Industry 18 4620 2500POWER CHALLENGE Detroit USA /1995 Automotive 6480 540317 SGI Government Classi�ed 18 4620 2500POWER CHALLENGE USA /1995 6480 540318 SGI Government Classi�ed 18 4620 2500POWER CHALLENGE USA /1996 6480 540319 SGI Government Classi�ed 18 4620 2500POWER CHALLENGE USA /1996 6480 540320 SGI Government Classi�ed 18 4620 2500POWER CHALLENGE USA /1996 6480 540Mannheim/Tennessee June 7, 1996
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Top500 Supercomputers - WorldwideN Manufacturer Installation Site Field of # Rmax Nmaxworld Computer Location/Year Application Proc. Rpeak N1=2[M
op/s]321 SGI Government Classi�ed 18 4620 2500POWER CHALLENGE USA /1996 6480 540322 SGI NASA/JPL Academic 18 4620 2500POWER CHALLENGE Pasadena USA /1995 6480 540323 SGI PEMEX Industry 18 4620 2500POWER CHALLENGE Cd del Carmen Mexico /1995 Geophysics 6480 540324 SGI Sandoz Industry 18 4620 2500POWER CHALLENGE Hanover USA /1995 Pharmaceutics 6480 540325 SGI Transquest Industry 18 4620 2500POWER CHALLENGE Atlanta USA /1995 6480 540326 SGI Saab Military Aircraft Industry 16 4527 15000POWER CHALLENGE 10000 Linkoping Sweden /1996 Aerospace 6240 2200327 SGI University of Auckland Academic 16 4527 15000POWER CHALLENGE 10000 Auckland New Zealand /1996 6240 2200328 SGI University of Michigan Academic 16 4527 15000POWER CHALLENGE 10000 Ann Arbor USA /1996 6240 2200329 Intel KFA Research 144 4450 .XP/S10 Juelich Germany /1994 7200 .330 Intel Lockheed Advanced Development Industry 144 4450 .XP/S10 Palmdale USA /1995 Aerospace 7200 .331 Intel Purdue University Academic 144 4450 .XP/S10 West Lafayette USA /1994 7200 .332 IBM Adapco Industry 24 4400 .SP2/24 USA /1996 6380 .333 IBM Brown University Academic 24 4400 .SP2/24 Providence USA /1996 6380 .334 IBM CSC (Centre for Sienti�c Computing) Academic 24 4400 .SP2/24 Helsinki Finland /1995 6380 .335 IBM Credit Suisse Industry 24 4400 .SP2/24 Switzerland /1995 Finance 6380 .336 IBM DKFZ Research 24 4400 .SP2/24 Heidelberg Germany /1995 6380 .337 IBM La Caixa Industry 24 4400 .SP2/24 Spain /1996 Database 6380 .338 IBM National Institute of Environmental Studies Research 24 4400 .SP2/24 Japan /1994 6380 .339 IBM University of Pennsylvania Academic 24 4400 .SP2/24 USA /1996 6380 .340 Cray Chrysler Motors Company Industry 3 4387 .Y-MP T94/3128 USA /1995 Automotive 5400 .Mannheim/Tennessee June 7, 1996
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op/s]341 Cray Honda Research and Development Company Industry 3 4387 .Y-MP T94/3128 Tokyo Japan /1995 Automotive 5400 .342 Cray debis Industry 3 4387 .Y-MP T94/3128 Stuttgart Germany /1995 Automotive 5400 .343 Cray Hiroshima University - IPC Academic 24 4350 .Y-MP J932/24-8192 Japan /1995 4800 .344 Cray Los Alamos National Laboratory Research 24 4350 .Y-MP J932/24-8192 Los Alamos USA /1996 Energy 4800 .345 Intel Hong Kong University of Science and Technology Academic 140 4330 .XP/S10 Hong Kong /1994 7000 .346 Intel Intel SSD Development Centers Vendor 140 4330 .XP/S10 USA /1992 7000 .347 Intel National Security Agency Classi�ed 140 4330 .XP/S10 USA /1994 7000 .348 SGI AMOCO Industry 16 4323 2500POWER CHALLENGE Tulsa USA /1995 Geophysics 5760 540349 SGI Daewoo Motors Industry 16 4323 2500POWER CHALLENGE Korea /1995 Automotive 5760 540350 SGI Decision Science Appl. Industry 16 4323 2500POWER CHALLENGE USA /1995 Geophysics 5760 540351 SGI Ford Industry 16 4323 2500POWER CHALLENGE Geelong Australia /1996 Automotive 5760 540352 SGI George Wasington University Academic 16 4323 2500POWER CHALLENGE Ashburg USA /1995 5760 540353 SGI George Wasington University Academic 16 4323 2500POWER CHALLENGE Ashburg USA /1995 5760 540354 SGI Government Classi�ed 16 4323 2500POWER CHALLENGE USA /1995 5760 540355 SGI Government Classi�ed 16 4323 2500POWER CHALLENGE USA /1995 5760 540356 SGI Government Classi�ed 16 4323 2500POWER CHALLENGE USA /1995 5760 540357 SGI Hong Kong University of Science and Technology Academic 16 4323 2500POWER CHALLENGE Hong Kong Hong Kong /1995 5760 540358 SGI Marathon Oil Company Industry 16 4323 2500POWER CHALLENGE Houston USA /1995 Geophysics 5760 540359 SGI Mississippi State University Academic 16 4323 2500POWER CHALLENGE Starkeville USA /1996 5760 540360 SGI Ohio Supercomputer Center Academic 16 4323 2500POWER CHALLENGE Columbus USA /1995 5760 540Mannheim/Tennessee June 7, 1996
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op/s]361 SGI Saab Military Aircraft Industry 16 4323 2500POWER CHALLENGE Linkoping Sweden /1996 Aerospace 5760 540362 SGI Sikorsky Industry 16 4323 2500POWER CHALLENGE Stratford USA /1995 Aerospace 5760 540363 SGI Universitaet Magdeburg Academic 16 4323 2500POWER CHALLENGE Magdeburg Germany /1996 5760 540364 SGI University of Iowa Academic 16 4323 2500POWER CHALLENGE Iowa USA /1995 5760 540365 SGI Vastar Industry 16 4323 2500POWER CHALLENGE Houston USA /1995 Geophysics 5760 540366 SGI Westinghouse Electric Industry 16 4323 2500POWER CHALLENGE Orlando USA /1995 Energy 5760 540367 NEC Government Classi�ed 2 4300 .SX-4/2C France /1996 4000 .368 NEC Houston Area Research Center Research 2 4300 .SX-4/2C Houston USA /1996 4000 .369 NEC Japan Atomic Energy Research Research 2 4300 .SX-4/2C Japan /1996 4000 .370 NEC Japan Atomic Energy Research Research 2 4300 .SX-4/2C Japan /1996 4000 .371 NEC Japan Atomic Energy Research Research 2 4300 .SX-4/2C Japan /1996 4000 .372 NEC Kajima Corporation Industry 2 4300 .SX-4/2C Japan /1996 Construction 4000 .373 NEC Mitsubishi Heavy Industries Research 2 4300 .SX-4/2C Japan /1996 4000 .374 NEC Nissan Motor Industry 2 4300 .SX-4/2C Japan /1996 Automotive 4000 .375 NEC Osaka University - Institute Laser Eng Academic 2 4300 .SX-4/2C Osaka Japan /1996 4000 .376 NEC Sumitomo Rubber Industries Industry 2 4300 .SX-4/2C Japan /1996 Chemistry 4000 .377 NEC Yamaguchi University Academic 2 4300 .SX-4/2C Japan /1996 4000 .378 IBM University of Southampton Academic 23 4225 .SP2/23 Southampton UK /1996 6115 .379 IBM Telecom Denmark (Danadata) Industry 18 4150 .SP2/18 Denmark /1996 5540 .380 SGI BASF Industry 18 4142 2604POWER CHALLENGE Ludwigshafen Germany /1994 Chemistry 5400 570Mannheim/Tennessee June 7, 1996
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op/s]381 SGI BMW AG Industry 18 4142 2604POWER CHALLENGE Muenchen Germany /1994 Automotive 5400 570382 SGI General Motors Industry 18 4142 2604POWER CHALLENGE Detroit USA /1995 Automotive 5400 570383 SGI Government Classi�ed 18 4142 2604POWER CHALLENGE USA /1995 5400 570384 SGI US Naval Research Laboratory Research 18 4142 2604POWER CHALLENGE Washington D.C. USA /1995 5400 570385 SGI Universidad Autonoma Metropolitana Academic 18 4142 2604POWER CHALLENGE Iztapalapa Mexico /1994 5400 570386 SGI Vertex Pharmaceuticals Industry 18 4142 2604POWER CHALLENGE Cambridge USA /1995 Chemistry 5400 570387 IBM Colgate-Palmolive Industry 22 4050 .SP2/22 USA /1996 5850 .388 IBM Dassault Aviation Industry 22 4050 .SP2/22 France /1995 Aerospace 5850 .389 IBM Petro Canada Industry 22 4050 .SP2/22 Canada /1995 Geophysics 5850 .390 IBM Queensland Parallel Supercomputing Facility Academic 22 4050 .SP2/22 Brisbane Australia /1994 5850 .391 IBM Turbomeca Pau Industry 22 4050 .SP2/22 France /1996 Aerospace 5850 .392 Fujitsu Fuji Heavy Industry 1 4009 .VP2600/10 Japan /1990 Heavy Ind. 5000 .393 Fujitsu Japan Atomic Energy Research Research 1 4009 .VP2600/10 Japan /1991 5000 .394 Fujitsu Japan Atomic Energy Research Research 1 4009 .VP2600/10 Japan /1991 5000 .395 Fujitsu Kyoto University Academic 1 4009 .VP2600/10E Kyoto Japan /1995 5000 .396 Fujitsu Kyushu University Academic 1 4009 .VP2600/10 Kyushu Japan /1992 5000 .397 Fujitsu NAL (Space Technology) Research 1 4009 .VP2600/10 Japan /1992 5000 .398 Fujitsu Nagoya University Academic 1 4009 .VP2600/10 Nagoya Japan /1991 5000 .399 Fujitsu Reactor Nuclear Fuel Development Research 1 4009 .VP2600/10 Japan /1991 5000 .400 Fujitsu Reactor Nuclear Fuel Development Research 1 4009 .VP2600/10 Japan /1991 5000 .Mannheim/Tennessee June 7, 1996
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op/s]401 Fujitsu Taisei Construction Industry 1 4009 .VP2600/10 Japan /1992 Construction 5000 .402 Fujitsu/SNI Universitaet Aachen Academic 1 4009 .S600/20 Aachen Germany /1991 5000 .403 Fujitsu/SNI Universitaet Karlsruhe Academic 1 4009 .S600/20 Karlsruhe Germany /1990 5000 .404 Cray Lawrence Livermore National Laboratory Research 22 4000 .Y-MP J932/22-4096 Livermore USA /1996 4400 .405 Convex CILEA Research 32 3962 27700SPP1200/XA-32 Milano Italy /1995 7680 4500406 Convex Cyfronet Academic 32 3962 27700SPP1200/XA-32 Krakau Poland /1996 7680 4500407 Convex Government Classi�ed 32 3962 27700SPP1200/XA-32 USA /1995 7680 4500408 Convex Kansas State University Academic 32 3962 27700SPP1200/XA-32 Manhattan USA /1996 7680 4500409 Convex University of Kentucky Academic 32 3962 27700SPP1200/XA-32 Lexington USA /1995 7680 4500410 SGI Cornell Academic 16 3924 15000POWER CHALLENGEarray Ithaca USA /1995 5760 2200411 SGI University of Nevada at Las Vegas Academic 16 3924 15000POWER CHALLENGEarray USA /1995 5760 2200412 SGI University of Utah Academic 16 3924 15000POWER CHALLENGEarray Salt Lake City USA /1996 5760 2200413 Digital AltaVista Industry 10 3900 9540AlphaServer 8400 5/300 Palo Alto USA /1996 WWW 6000 812414 Digital AltaVista Industry 10 3900 9540AlphaServer 8400 5/300 Palo Alto USA /1996 WWW 6000 812415 Digital Defense Research Establishment Research 10 3900 9540AlphaServer 8400 5/300 Su�eld Canada /1996 6000 812416 Digital Genentech Industry 10 3900 9540AlphaServer 8400 5/300 USA /1996 Pharmaceutics 6000 812417 Digital Holiday Inns International Industry 10 3900 9540AlphaServer 8400 5/300 Atlanta USA /1996 Database 6000 812418 IBM Burlington Northern Industry 21 3875 .SP2/21 USA /1995 5540 .419 IBM First Data Corp. Industry 21 3875 .SP2/21 USA /1996 5540 .420 NEC Engineering Lab. Classi�ed 2 3870 .SX-4B/2 Japan /1996 3600 .Mannheim/Tennessee June 7, 1996
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op/s]421 NEC Technical Engineering Molecular Industry 2 3870 .SX-4B/2 Japan /1996 Chemistry 3600 .422 Parsytec Technische Universitaet Magdeburg Academic 96 3865 19000GC PowerPlus/96 Magdeburg Germany /1995 7680 6500423 TMC AMOCO Industry 64 3800 13056CM-5/64 Tulsa USA / . Geophysics 8192 6016424 TMC ATR Research 64 3800 13056CM-5/64 Kyoto Japan / . 8192 6016425 TMC Japanese AIST Hokuriku Research 64 3800 13056CM-5/64 Japan /1993 8192 6016426 TMC Oregon State University Academic 64 3800 13056CM-5/64 USA / . 8192 6016427 TMC Real World Computing (RWCP) Classi�ed 64 3800 13056CM-5/64 Tokyo Japan /1992 8192 6016428 TMC University of Wisconsin Academic 64 3800 13056CM-5/64 USA / . 8192 6016429 SGI Audi AG Industry 14 3767 2000POWER CHALLENGE Ingolstadt Germany /1995 Automotive 5040 470430 SGI Australian National University Academic 14 3767 2000POWER CHALLENGE Canberra Australia /1996 5040 470431 SGI BMW AG Industry 14 3767 2000POWER CHALLENGE Muenchen Germany /1995 Automotive 5040 470432 SGI New South Wales Center for Par. Comp. Academic 14 3767 2000POWER CHALLENGE Sydney Australia /1995 5040 470433 SGI Paci�c Northwest Laboratories/Batelle Research 14 3767 2000POWER CHALLENGE Seattle USA /1995 5040 470434 SGI South Australian Center for Par. Comp. Academic 14 3767 2000POWER CHALLENGE Adelaide Australia /1996 5040 470435 Digital University of Uppsala Academic 12 3750 .AlphaServer Cluster 300 Uppsala Sweden /1996 7200 .436 IBM Academia Sinica Research 20 3700 .SP2/20 Taiwan /1995 5320 .437 IBM Deluxe Check Industry 20 3700 .SP2/20 USA /1995 5320 .438 IBM Gold Star LG Industry 20 3700 .SP2/20 Korea /1995 5320 .439 IBM Revlon Industry 20 3700 .SP2/20 USA /1995 5320 .440 IBM Hoechst AG Industry 16 3700 13500SP2/16 Germany /1996 Chemistry 4930 2200Mannheim/Tennessee June 7, 1996
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op/s]441 IBM Universitaet Karlsruhe Academic 16 3700 13500SP2/16 Karlsruhe Germany /1996 4930 2200442 SGI Advanced Geophysical Industry 16 3700 2500POWER CHALLENGE Englewood USA /1995 Geophysics 4800 540443 SGI Armstrong Labs Classi�ed 16 3700 2500POWER CHALLENGE USA /1994 4800 540444 SGI Cornell Academic 16 3700 2500POWER CHALLENGE Ithaca USA /1995 4800 540445 SGI EMBL Research 16 3700 2500POWER CHALLENGE Heidelberg Germany /1994 4800 540446 SGI Ford Industry 16 3700 2500POWER CHALLENGE Dearborn USA /1996 Automotive 4800 540447 SGI Government Classi�ed 16 3700 2500POWER CHALLENGE USA /1994 4800 540448 SGI NCAR (National Center for Atmospheric Research) Research 16 3700 2500POWER CHALLENGE Boulder USA /1995 4800 540449 SGI Pratt Whitney Industry 16 3700 2500POWER CHALLENGE Canada /1995 Aerospace 4800 540450 SGI Reynolds Metals Industry 16 3700 2500POWER CHALLENGE USA /1995 4800 540451 SGI Stanford University Academic 16 3700 2500POWER CHALLENGE Palo Alto USA /1995 4800 540452 SGI Texas AM University Academic 16 3700 2500POWER CHALLENGE College Station USA /1994 4800 540453 SGI The Aeronautical Res. Inst. of Sweden Research 16 3700 2500POWER CHALLENGE Bromma Sweden /1995 CFD 4800 540454 SGI UNI-C/Aarhus Academic 16 3700 2500POWER CHALLENGE Copenhagen Denmark /1995 4800 540455 SGI US Air Force Classi�ed 16 3700 2500POWER CHALLENGE San Antonio USA /1995 4800 540456 SGI/SNI Universitaet Koeln Academic 16 3700 2500POWER CHALLENGE Koeln Germany /1995 4800 540457 SGI University of Southern California Academic 16 3700 2500POWER CHALLENGE Los Angeles USA /1994 4800 540458 SGI Western Geophysical Industry 16 3700 2500POWER CHALLENGE Houston USA /1995 Geophysics 4800 540459 SGI Western Geophysical Industry 16 3700 2500POWER CHALLENGE Houston USA /1995 Geophysics 4800 540460 SGI Western Geophysical Industry 16 3700 2500POWER CHALLENGE Houston USA /1995 Geophysics 4800 540Mannheim/Tennessee June 7, 1996
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op/s]461 Hitachi Chiba University Academic 1 3700 .S-3800/160 Japan /1996 4000 .462 Cray NCAR (National Center for Atmospheric Research) Research 20 3625 .Y-MP J932/20-4096 Boulder USA /1995 Weather 4000 .463 Cray Universitaet Kiel Academic 20 3625 .Y-MP J932/20-4096 Kiel Germany /1996 4000 .464 Fujitsu/SNI Universitaet Darmstadt Academic 2 3624 10239S400/40 Darmstadt Germany /1991 5000 .465 Fujitsu/SNI Universitaet Hannover Academic 2 3624 10239S400/40 Hannover Germany /1991 5000 .466 SGI Centre Europeo del Parallelismo de Barcelona Academic 12 3496 15000POWER CHALLENGE 10000 Barcelona Spain /1996 4680 1650467 SGI Statoil Industry 12 3496 15000POWER CHALLENGE 10000 Trondheim Norway /1996 Geophysics 4680 1650468 SGI Tel Aviv University Academic 12 3496 15000POWER CHALLENGE 10000 Tel Aviv Israel /1996 4680 1650469 SGI Westinghouse Electric Industry 12 3496 15000POWER CHALLENGE 10000 Orlando USA /1996 Energy 4680 1650470 Intel National Security Agency Classi�ed 110 3430 .XP/S8 USA /1994 5500 .471 SGI BASF Industry 12 3398 2000POWER CHALLENGE Ludwigshafen Germany /1996 Chemistry 4320 450472 SGI Defence Science and Technology AMRL Classi�ed 12 3398 2000POWER CHALLENGE Melbourne Australia /1996 4320 450473 SGI Genentech Industry 12 3398 2000POWER CHALLENGE San Franzisko USA /1995 4320 450474 SGI General Motors Industry 12 3398 2000POWER CHALLENGE Detroit USA /1995 Automotive 4320 450475 SGI Government Classi�ed 12 3398 2000POWER CHALLENGE USA /1995 4320 450476 SGI Institute for Defense Analysis Classi�ed 12 3398 2000POWER CHALLENGE USA /1995 4320 450477 SGI Michelin Industry 12 3398 2000POWER CHALLENGE Clermont-Ferrand France /1995 Automotive 4320 450478 SGI Missle Space Intelligence Center Classi�ed 12 3398 2000POWER CHALLENGE Huntsville USA /1995 4320 450479 SGI Missle Space Intelligence Center Classi�ed 12 3398 2000POWER CHALLENGE Huntsville USA /1995 4320 450480 SGI NASA/Goddard Space Flight Center Research 12 3398 2000POWER CHALLENGE Greenbelt USA /1995 Aerospace 4320 450Mannheim/Tennessee June 7, 1996
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op/s]481 SGI NASA/Langley Research Center Research 12 3398 2000POWER CHALLENGE Langley USA /1995 4320 450482 SGI NASA/Langley Research Center Research 12 3398 2000POWER CHALLENGE Langley USA /1995 4320 450483 SGI Oxford Physiology Research 12 3398 2000POWER CHALLENGE Oxford UK /1995 4320 450484 SGI Pennsylvania State University Academic 12 3398 2000POWER CHALLENGE Philadelphia USA /1995 4320 450485 SGI Rover Industry 12 3398 2000POWER CHALLENGE UK /1996 Automotive 4320 450486 SGI Rover Industry 12 3398 2000POWER Onyx UK /1996 Automotive 4320 450487 SGI Tohoku University Academic 12 3398 2000POWER CHALLENGE Aramaki Japan /1995 4320 450488 SGI UNI-C/Aarhus Academic 12 3398 2000POWER CHALLENGE Copenhagen Denmark /1995 4320 450489 SGI University of Cincinnatti Academic 12 3398 2000POWER CHALLENGE Cincinnatti USA /1995 4320 450490 SGI University of Poznan Academic 12 3398 2000POWER CHALLENGE Poznan Poland /1994 4320 450491 IBM ABN Amro Asv Research 18 3320 .SP2/18 Netherlands /1996 4800 .492 IBM ARAMCO Industry 18 3320 .SP2/18 Saudi Arabia /1996 Geophysics 4800 .493 IBM American Airlines Industry 18 3320 .SP2/18 USA /1995 Aerospace 4800 .494 IBM Household International Industry 18 3320 .SP2/18 USA /1995 4800 .495 IBM National Library of Australia Research 18 3320 .SP2/18 Australia /1995 4800 .496 IBM Samsung Industry 18 3320 .SP2/18 Korea /1995 Electronics 4800 .497 Convex JCCWC Classi�ed 32 3306 25800SPP1000/XA-32 San Antonio USA /1995 6400 4700498 Convex The Scripps Research Institute Industry 32 3306 25800SPP1000/XA-32 La Jolla USA /1994 Chemistry 6400 4700499 Convex US Naval Research and Development Center Research 32 3306 25800SPP1000/XA-32 San Diego USA /1995 6400 4700500 Convex University of Michigan Academic 32 3306 25800SPP1000/XA-32 Ann Arbor USA /1994 6400 4700Mannheim/Tennessee June 7, 1996
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8.4 Statistics on Manufacturers and ContinentsAs basic statistics of the complete list, we give the number of systems in-stalled with respect to the di�erent manufacturers in the di�erent countriesor continents (Table 2) as well as the accumulated Rmax values (Table 3) andRpeak values (Table 4) for those systems. More extensive analyses of the situ-ation and its evolution over time can be found in the series of Top500Reports(Top500Report 1993 [3], 1994 [4] and 1995 [5]). Customized statistics can beobtained by using WWW at http://parallel.rz.uni-mannheim.de/top500.html orhttp://www.netlib.org/benchmark/top500.html.Table 2: Number of Systems InstalledTOP500 Statistics | Number of Systems InstalledUSA/Canada Europe Japan others TotalSGI/Cray 141 51 13 13 218SGI only 77 24 1 12 114Cray only 64 27 12 1 104IBM 51 31 11 13 106NEC 6 9 25 40Fujitsu 1 7 25 33TMC 24 1 4 29Intel 18 3 3 1 25Convex 10 6 1 17Digital 9 2 11Hitachi 10 10others 3 7 1 11Total 263 117 93 27 500Mannheim/Tennessee June 7, 1996Table 3: Installed RmaxTOP500 Statistics | Installed Rmax [G
op/s]USA/Canada Europe Japan others TotalSGI/Cray 1296.9 461.2 136.3 62.9 1957.3SGI only 407.1 109.5 3.4 49.2 569.1Cray only 889.8 351.7 132.9 13.7 1388.2IBM 613.8 231.0 88.9 76.8 1010.5NEC 82.6 191.7 383.6 657.8Fujitsu 5.6 32.1 707.9 745.5TMC 331.8 7.7 19.1 358.6Intel 429.3 35.4 121.1 4.3 590.1Convex 48.4 30.9 4.8 84.0Digital 40.5 8.8 49.3Hitachi 381.6 381.6others 14.8 40.6 5.2 60.6Total 2863.6 1039.3 1848.5 144.0 5895.4Mannheim/Tennessee June 7, 1996122



Table 4: Installed RpeakTOP500 Statistics | Installed Rpeak [G
op/s]USA/Canada Europe Japan others TotalSGI/Cray 1762.6 628.7 191.6 81.9 2664.9SGI only 582.2 150.0 4.3 66.7 803.2Cray only 1180.4 478.7 187.3 15.2 1861.7IBM 930.2 344.8 130.8 112.6 1518.4NEC 85.5 195.0 374.4 654.9Fujitsu 6.4 39.2 941.2 986.8TMC 727.1 16.0 44.6 787.7Intel 578.8 44.4 154.7 7.0 784.9Convex 87.0 62.1 9.6 158.7Digital 59.8 14.2 74.0Hitachi 487.0 487.0others 58.2 92.1 10.2 160.6Total 4295.6 1436.5 2344.2 201.6 8277.9Mannheim/Tennessee June 7, 1996
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TOP500 Supercomputer SitesJack J. Dongarra, Hans W. Meuer, and Erich StrohmaierNovember 18, 1996AbstractTo provide a better basis for statistics on high-performance computers, we listthe sites that have the 500 most powerful computer systems installed. The bestLinpack benchmark performance achieved is used as a performance measure inranking the computers.9.1 Introduction and ObjectivesStatistics on high-performance computers are of major interest to manufactur-ers, users, and potential users. These people wish to know not only the numberof systems installed, but also the location of the various supercomputers withinthe high-performance computing community and the applications for which acomputer system is being used. Such statistics can facilitate the establishmentof collaborations, the exchange of data and software, and provide a better un-derstanding of the high-performance computer market.Statistical lists of supercomputers are not new. Every year since 1986 HansMeuer [1] has published system counts of the major vector computer manufac-turers, based principally on those at the Mannheim Supercomputer Seminar.Statistics based merely on the name of the manufacturer are no longer useful,however. New statistics are required that re
ect the diversi�cation of super-computers, the enormous performance di�erence between low-end and high-endmodels, the increasing availability of massively parallel processing (MPP) sys-tems, and the strong increase in computing power of the high-end models ofworkstation suppliers (SMP).To provide this new statistical foundation, we have decided in 1993 to assem-ble and maintain a list of the 500 most powerful computer systems. Our list hasbeen compiled twice a year since June 1993 with the help of high-performancecomputer experts, computational scientists, manufacturers, and the Internetcommunity in general who responded to a questionnaire we sent out; we thankall the contributors for their cooperation.In the present list (which we call the Top500), we list computers ranked bytheir performance on the Linpack Benchmark. While we make every attemptto verify the results obtained from users and vendors, errors are bound to existand should be brought to our attention. We intend to continue to update thislist half-yearly and, in this way, to keep track with the evolution of computers.127



Hence, we welcome any comments and information; please send electronic mailto top500@rz.uni-mannheim.de. The list is freely available by anonymous ftp toftp.uni-mannheim.de/top500/ or to www.netlib.org/benchmark/top500.ps. Theinterested reader can additionally create sublists out of the Top500 databaseand can make statistics on his own by using the WWW interface athttp://parallel.rz.uni-mannheim.de/top500.html orhttp://www.netlib.org/benchmark/top500.html.Here you also have access to postscript versions of slides dealing with the inter-pretation of the present situation as well as with the evolution over time sincewe started this project.9.2 The LINPACK BenchmarkAs a yardstick of performance we are using the \best" performance as measuredby the Linpack Benchmark [2]. Linpack was chosen because it is widely usedand performance numbers are available for almost all relevant systems.The Linpack Benchmark was introduced by Jack Dongarra. A detaileddescription as well as a list of performance results on a wide variety of machinesis available in postscript form from netlib. To retrieve a copy send electronic mailto netlib@ornl.gov and by typing the message send performance from benchmarkor from any machine on the internet type:rcp anon@netlib2.cs.utk.edu:benchmark/performance performance.The benchmark used in the Linpack Benchmark is to solve a dense systemof linear equations. For the Top500, we used that version of the benchmarkthat allows the user to scale the size of the problem and to optimize the softwarein order to achieve the best performance for a given machine. This performancedoes not re
ect the overall performance of a given system, as no single numberever can. It does, however, re
ect the performance of a dedicated system forsolving a dense system of linear equations. Since the problem is very regular,the performance achieved is quite high, and the performance numbers give agood correction of peak performance.By measuring the actual performance for di�erent problem sizes n, a user canget not only the maximal achieved performance Rmax for the problem size Nmaxbut also the problem size N1=2 where half of the performance Rmax is achieved.These numbers together with the theoretical peak performance Rpeak are thenumbers given in the Top500. In an attempt to obtain uniformity across allcomputers in performance reporting, the algorithm used in solving the system ofequations in the benchmark procedure must con�rm to the standard operationcount for LU factorization with partial pivoting. In particular, the operationcount for the algorithm must be 2=3n3 +O(n2) 
oating point operations. Thisexcludes the use of a fast matrix multiply algorithm like \Strassian's Method".This is done to provide a comparable set of performance numbers across allcomputers. If in the future a more realistic metric �nds widespread usage, so128



that numbers for all systems in question are available, we may convert to thatperformance measure.

129



9.3 The TOP500 ListTable 1 shows the 500 most powerful commercially available computer systemsknown to us. To keep the list as compact as possible, we show only a part ofour information here:� Nworld Position within the Top500 ranking� Manufacturer Manufacturer or vendor� Computer Type indicated by manufacturer or vendor� Installation Site Customer� Location Location and country� Year Year of installation/last major update� Field of Application� # Proc. Number of processors1� Rmax Maximal Linpack performance achieved� Rpeak Theoretical peak performance� Nmax Problemsize for achieving Rmax� N1=2 Problemsize for achieving half of RmaxIf Rmax from Table 3 of the Linpack Report [2] is not available, we use the TPPperformance given in Table 1 of the Linpack Report [2] for solving a system of1000 equations. To use a consistent yardstick for all systemwe we do not useresults achieved by advanced parallel algorithm as de�ned in [2]. In case of theCray T90, C90 and J90 systems we had to use older able 3 or Table 1 results.In a few cases we interpolated between two measured system sizes.For models where we did not receive the requested data, the performance ofthe next smaller system measured is used.If there should be any changes in the performances given in Table 1 we willupdate them.In addition to cross checking di�erent sources of information, we select ran-domly a statistical representative sample of the �rst 500 systems of our database.For these systems we ask the supplier of the information to establish direct con-tact between the installation site and us to verify the given information. Thisgives us basic information about the quality of the list in total.As the TOP500 should provide a basis for statistics on the market of high-performance computers, we limit the number of systems installed at vendor sites.This is done for each vendor separately by limiting the accumulated performanceof systems at vendor sites to a maximum of 5% of the total accumulated installedperformance of this vendor. Rounding is done in favor of the vendor in question.In Table 1, the computers are ordered �rst by their Rmax value. In the caseof equal performances (Rmax value) for di�erent computers, we have chosen toorder by Rpeak . For sites that have the same computer, the order is by memorysize and then alphabetically. 130



Top500 Supercomputers - WorldwideN Manufacturer Installation Site Field of # Rmax Nmaxworld Computer Location/Year Application Proc. Rpeak N1=2[M
op/s]1 Hitachi/Tsukuba Center for Computational Physics, Univ of Tsukuba Academic 2048 368200 103680CP-PACS/2048 Tsukuba Japan /1996 614000 307202 Fujitsu NAL Research 167 229700 66132Numerical Wind Tunnel Japan /1996 Aerospace 281000 180183 Hitachi University of Tokyo Academic 1024 220400 138240SR2201/1024 Tokyo Japan /1996 307000 345604 Intel Sandia National Labs Research 3680 143400 55700XP/S140 Albuquerque USA /1993 184000 205005 Intel Oak Ridge National Laboratory Research 3072 127100 86000XP/S-MP 150 Oak Ridge USA /1995 154000 178006 Intel Japan Atomic Energy Research Research 2502 103500 .XP/S-MP 125 Japan /1996 125100 .7 Cray Government Classi�ed 1024 100500 81920T3D MC1024-8 USA /1994 152000 102248 Fujitsu National Lab. for High Energy Physics Research 80 98900 32640VPP500/80 Japan /1994 128000 100509 Fujitsu Kyushu University Academic 56 94300 100280VPP700/56 Kyushu Japan /1996 123200 828010 Fujitsu ECMWF Research 46 94300 100280VPP700/46 Reading UK /1996 Weather 101200 828011 Cray CNRS/IDRIS Research 256 93200 53664T3E LC256-128 Orsay France /1996 154000 1104012 Cray DOD/CEWES Research 256 93200 53664T3E LC256-128 Vicksburg USA /1996 Mechanics 154000 1104013 Cray Pittsburgh Supercomputer Center Research 256 93200 53664T3E LC256-128 Pittsburgh USA /1996 154000 1104014 IBM Cornell Theory Center Academic 512 88400 73500SP2/512 Ithaca USA /1994 136000 2015015 IBM IBM/Poughkeepsie Vendor 512 88400 73500SP2/512 Poughkeepsie USA /1995 136000 2015016 IBM Maui High-Performance Computing Center (MHPCC) Research 384 66300 .SP2/384 USA /1994 102400 .17 NEC NEC Fuchu Plant Vendor 32 60650 10000SX-4/32 Tokyo Japan /1995 Benchmarking 64000 156018 NEC Osaka University Academic 32 60650 10000SX-4/32 Osaka Japan /1996 64000 156019 NEC Osaka University Academic 32 60650 10000SX-4/32 Osaka Japan /1996 64000 156020 NEC Universitaet Stuttgart Research 32 60650 10000SX-4/32 Stuttgart Germany /1996 64000 1560Mannheim/Tennessee November 18, 1996
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Top500 Supercomputers - WorldwideN Manufacturer Installation Site Field of # Rmax Nmaxworld Computer Location/Year Application Proc. Rpeak N1=2[M
op/s]21 TMC Los Alamos National Laboratory Research 1056 59700 52224CM-5/1056 Los Alamos USA /1993 Energy 135100 2406422 Fujitsu Japan Atomic Energy Research Research 42 54500 .VPP500/42 Japan /1994 67200 .23 Fujitsu Nagoya University Academic 42 54500 .VPP500/42 Nagoya Japan /1995 67200 .24 Cray Forschungszentrum Juelich (KFA) Research 136 53100 .T3E LC136-128 Juelich Germany /1996 81800 .25 TMC Minnesota Supercomputer Center Academic 896 52300 .CM-5/896 USA /1994 114700 .26 Fujitsu National Genetics Research Lab. Research 40 52070 .VPP500/40 Japan /1995 64000 .27 Fujitsu Tokyo University - Inst. of Solid State Physics Academic 40 52070 .VPP500/40 Tokyo Japan /1994 64000 .28 Cray Los Alamos National Laboratory Research 512 50800 57856T3D MC512-8 Los Alamos USA /1994 Energy 76000 713629 Cray Minnesota Supercomputer Center Academic 512 50800 57856T3D MC512-8 USA /1995 76000 713630 Cray NASA/Goddard Space Flight Center Research 512 50800 57856T3D MC512-8 Greenbelt USA /1996 Weather 76000 713631 Cray Pittsburgh Supercomputing Center Academic 512 50800 57856T3D MC512-8 Pittsburgh USA /1994 76000 713632 Cray University of Edinburgh Academic 512 50800 57856T3D MC512-8 Edinburgh UK /1996 76000 713633 Cray Max-Planck-Gesellschaft MPI/IPP Research 128 50430 58848T3E LC128-128 Garching Germany /1996 77000 739234 Cray NERSC/LBNL Research 128 50430 58848T3E LC128-256 Berkley USA /1996 77000 739235 Cray United Kingdom Meteorological O�ce Research 128 50430 58848T3E LC128-128 Bracknell UK /1996 Weather 77000 739236 Cray Universitaet Stuttgart Research 128 50430 58848T3E LC128-128 Stuttgart Germany /1996 77000 739237 IBM Lawrence Livermore National Laboratory Research 256 44200 53000SP2/256 Livermore USA /1996 Energy 68000 1350038 IBM Lawrence Livermore National Laboratory Research 256 44200 53000SP2/256 Livermore USA /1996 Energy 68000 1350039 Fujitsu The Angstrom Technology Partnership Research 32 42400 20736VPP500/32 Tsukuba Japan /1993 51200 494040 Fujitsu Tsukuba University Research 30 39812 .VPP500/30 Tsukuba Japan /1993 48000 .Mannheim/Tennessee November 18, 1996
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op/s]41 NEC Japan Marine Science and Technology Research 20 38195 .SX-4/20 Japan /1995 40000 .42 NEC National Research Institute for Metals Research 20 38195 .SX-4/20 Japan /1996 40000 .43 NEC Toyota Central Research Development Industry 20 38195 .SX-4/20 Japan /1996 Automotive 40000 .44 Fujitsu Institute of Physical and Chemical Res. (RIKEN) Research 28 37225 .VPP500/28 Tokyo Japan /1993 44800 .45 IBM Paci�c Northwest Laboratories/Batelle Research 208 36450 42200SP2/208 Richland USA /1996 55000 1030046 Fujitsu Japan Atomic Energy Research Research 16 34100 59200VPP300/16 Japan /1996 35200 352047 Intel Rome Laboratory Research 816 33700 .XP/S-MP 41 USA /1995 40800 .48 NEC Atmospheric Environment Service (AES) Research 16 30710 10000SX-4/16 Dorval Canada /1995 Weather 32000 89049 NEC National Aerospace Laboratory (NLR) Research 16 30710 10000SX-4/16 Noordoostpolder Netherlands /1996 Aerospace 32000 89050 NEC National Cardiovascular Center Research 16 30710 10000SX-4/16 Japan /1996 32000 89051 NEC Swiss Scienti�c Computing Center (CSCS) Research 16 30710 10000SX-4/16 Manno Switzerland /1996 32000 89052 TMC NCSA Academic 512 30400 36864CM-5/512 Urbana-Champaign USA /1993 66000 1638453 TMC National Security Agency Classi�ed 512 30400 36864CM-5/512 USA /1993 66000 1638454 Cray Nippon Telegraph and Telephone (NTT) Industry 32 29360 .Y-MP T932/321024 Japan /1995 58000 .55 IBM NASA/Ames Research Center/NAS Research 160 28700 42200SP2/160 Mo�ett Field USA /1994 42500 1030056 Hitachi Hitachi Ltd. GPCD Vendor 4 28400 15500S-3800/480 Japan /1994 Software 32000 83057 Hitachi Japan Meteorological Agency Research 4 28400 15500S-3800/480 Japan /1995 Weather 32000 83058 Hitachi University of Tokyo Academic 4 28400 15500S-3800/480 Tokyo Japan /1993 32000 83059 Fujitsu Australian National University Academic 13 27720 .VPP300/13 Canberra Australia /1996 28600 .60 Cray Bear Stearns Industry 256 25300 40960T3D MC256-8/464 USA /1996 Finance 38000 4918Mannheim/Tennessee November 18, 1996
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op/s]61 Cray Caltech/JPL Academic 256 25300 40960T3D SC256-8/264 Pasadena USA /1994 38000 491862 Cray Defense Research Agency Classi�ed 256 25300 40960T3D MC256-8 Farnborough UK /1994 38000 491863 Cray EXXON Industry 256 25300 40960T3D MC256-8 USA /1995 Geophysics 38000 491864 Cray Ecole Polytechnique Federale de Lausanne Academic 256 25300 40960T3D MC256-8 Lausanne Switzerland /1994 38000 491865 Cray Lawrence Livermore National Laboratory Research 256 25300 40960T3D SC256-8/364 Livermore USA /1994 Energy 38000 491866 Cray Los Alamos National Laboratory Research 256 25300 40960T3D SC256-8/464 Los Alamos USA /1994 Energy 38000 491867 Cray ZIB/Konrad Zuse-Zentrum fuer Informationstechnik Academic 256 25300 40960T3D SC256-8/464 Berlin Germany /1995 38000 491868 Cray CSC (Center for Scienti�c Computing) Academic 64 25190 39936T3E AC64-128 Espoo Finland /1996 38000 489669 Cray Cray Research Vendor 64 25190 39936T3E LC64-128 USA /1996 38000 489670 Cray EDS/General Motors Industry 64 25190 39936T3E AC64-128 Auburn Hills USA /1996 Automotive 38000 489671 Cray TUD (Technical University Delft) Academic 64 25190 39936T3E AC64-128 Delft Netherlands /1996 38000 489672 Cray University of Trondheim Academic 64 25190 39936T3E AC64-128 Norway /1996 38000 489673 NEC Atmospheric Environment Service (AES) Research 4 23200 6400SX-3/44R Dorval Canada /1994 Weather 26000 83074 NEC Tohoku University Academic 4 23200 6400SX-3/44R Aramaki Japan /1993 26000 83075 Cray NOAA/Geophysical Fluid Dynamics Laboratory (GFDL) Research 20 23075 .Y-MP T932/20512 Princeton USA /1996 Weather 36250 .76 Fujitsu/SNI Universitaet/Forschungszentrum Karlsruhe Academic 10 22350 .VPP300/10 Karlsruhe Germany /1996 22000 .77 Fujitsu Reactor Nuclear Fuel Development Research 16 21700 14592VPP500/16 Japan /1996 25600 309078 Hitachi Hokkaido University Academic 3 21600 15680S-3800/380 Sapporo Japan /1994 24000 76079 Hitachi Institute for Materials Research/Tohoku University Academic 3 21600 15680S-3800/380 Japan /1994 24000 76080 IBM KTH - Royal Institute of Technology Research 110 20370 .SP2/110 Stockholm Sweden /1996 29210 .Mannheim/Tennessee November 18, 1996
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Top500 Supercomputers - WorldwideN Manufacturer Installation Site Field of # Rmax Nmaxworld Computer Location/Year Application Proc. Rpeak N1=2[M
op/s]81 Fujitsu Kyoto University Academic 15 20360 .VPP500/15 Kyoto Japan /1994 24000 .82 NEC Atmospheric Environment Service (AES) Research 4 20000 6144SX-3/44 Dorval Canada /1991 Weather 22000 83283 IBM MCI Industry 104 19340 .SP2/104 USA /1994 27620 .84 Cray University of Texas Academic 40 18840 .T3E AC40-128 Austin USA /1996 24000 .85 Intel ETH Academic 450 18700 .XP/S-MP 22 Zuerich Switzerland /1995 22500 .86 SGI US Army Research Laboratory Research 96 18455 53000POWER CHALLENGEarray Aberdeen USA /1995 28800 2000087 IBM Citicorp Industry 98 18310 .SP2/98 USA /1996 Finance 26030 .88 IBM Universitaet/Forschungszentrum Karlsruhe Academic 84 17920 .SP2/84 Karlsruhe Germany /1996 25870 .89 NEC National Inst. for Molecular Science Research 3 17400 6144SX-3/34R Okozaki Japan /1993 19500 69190 NEC VW (Volkswagen AG) Industry 3 17400 6144SX-3/34R Wolfsburg Germany /1996 Automotive 19500 69191 IBM Wright Patterson Air Force Base Research 80 17230 .SP2/80 USA /1996 24630 .92 Fujitsu Nippon University Academic 8 17100 41600VPP300/8 Japan /1996 17600 208093 Fujitsu/SNI Universitaet Aachen Academic 8 17100 41600VPP300/8 Aachen Germany /1996 17600 208094 IBM NIH (National Institute of Health) Research 85 16090 .SP2/85 Frederick USA /1995 22570 .95 SGI NCSA Research 64 15598 37000POWER CHALLENGEarray Urbana-Champaign USA /1996 23040 850096 SGI Silicon Graphics Vendor 64 15598 37000POWER CHALLENGEarray Cortaillod Switzerland /1995 Benchmarking 23040 850097 Cray Forschungszentrum Juelich (KFA) Research 12 15430 .Y-MP T916/12512 Juelich Germany /1996 21750 .98 NEC ATR Optical Communication Lab Research 8 15350 .SX-4/8 Japan /1996 16000 .99 NEC Danish Meteorological Institute Research 8 15350 .SX-4/8 Copenhagen Denmark /1996 16000 .100 NEC German Aerospace Laboratory (DLR) Research 8 15350 .SX-4/8 Goettingen Germany /1996 Aerospace 16000 .Mannheim/Tennessee November 18, 1996
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op/s]101 NEC National Geographic Agency Research 8 15350 .SX-4/8 Japan /1996 16000 .102 IBM National Center for High Performance Computing Academic 80 15230 .SP2/80 Taiwan /1996 21250 .103 Intel Caltech Research 512 15200 23000XP/S35 Pasadena USA /1994 26000 9000104 Intel Oak Ridge National Laboratory Research 512 15200 23000XP/S35 Oak Ridge USA /1992 26000 9000105 TMC Geco-Prakla Industry 256 15100 26112CM-5/256 Houston USA /1994 Geophysics 33000 12032106 TMC Geco-Prakla Industry 256 15100 26112CM-5/256 Houston USA /1995 Geophysics 33000 12032107 TMC Government Classi�ed 256 15100 26112CM-5/256 USA /1993 33000 12032108 TMC US Naval Research Laboratory Research 256 15100 26112CM-5/256 Washington D.C. USA /1992 33000 12032109 IBM CNUSC Academic 79 15060 .SP2/79 Montpellier France /1996 20980 .110 IBM DKFZ Research 78 14890 .SP2/78 Heidelberg Germany /1996 20710 .111 IBM Leibniz Rechenzentrum Academic 77 14720 .SP2/77 Muenchen Germany /1995 20450 .112 IBM Sears Product Service Group Industry 77 14720 .SP2/77 USA /1996 20450 .113 IBM Sears Roebuck Industry 77 14720 .SP2/77 USA /1996 20450 .114 Hitachi Central Res. Inst. of Electric Power Ind. Research 2 14600 15680S-3800/280 Japan /1996 16000 570115 IBM SARA (Stichting Academisch Rekencentrum) Research 76 14550 .SP2/76 Amsterdam Netherlands /1995 20180 .116 IBM Atomic Weapons Establishment Classi�ed 75 14380 .SP2/75 Aldermaston UK /1996 19920 .117 Hitachi Hitachi RCS Vendor 64 14200 34560SR2201/64 Ebina Japan /1996 19000 6720118 Hitachi Japan Atomic Energy Research Research 64 14200 34560SR2201/64 Japan /1996 19000 6720119 Hitachi University of Cambridge Academic 64 14200 34560SR2201/64 Cambridge UK /1996 19000 6720120 Intel Caltech Academic 512 13900 25000Delta Pasadena USA /1991 20480 7500Mannheim/Tennessee November 18, 1996
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op/s]121 IBM Nuclear Power Engineering Industry 72 13860 .SP2/72 Japan /1995 Energy 19120 .122 Cray Cray Research Vendor 16 13700 10000Y-MP C916/16512 Eagan USA /1992 15238 650123 Cray DKRZ Research 16 13700 10000Y-MP C916/16256 Hamburg Germany /1995 Weather 15238 650124 Cray DOD/CEWES Research 16 13700 10000Y-MP C916/161024 Vicksburg USA /1994 Mechanics 15238 650125 Cray DOE/Bettis Atomic Power Laboratory Research 16 13700 10000Y-MP C916/16256 USA /1993 15238 650126 Cray DOE/Knolls Atomic Power Laboratory Research 16 13700 10000Y-MP C916/16256 USA /1993 15238 650127 Cray DOE/National Security Agency Classi�ed 16 13700 10000Y-MP C916/16512 USA /1994 15238 650128 Cray ECMWF Research 16 13700 10000Y-MP C916/16256 Reading UK /1994 Weather 15238 650129 Cray Ford Motor Company Industry 16 13700 10000Y-MP C916/16512 Dearborn USA /1993 Automotive 15238 650130 Cray Ford Motor Company Industry 16 13700 10000Y-MP C916/16512 Dearborn USA /1995 Automotive 15238 650131 Cray Government Classi�ed 16 13700 10000Y-MP C916/161024 USA /1992 15238 650132 Cray Government Classi�ed 16 13700 10000Y-MP C916/161024 USA /1992 15238 650133 Cray Government Classi�ed 16 13700 10000Y-MP C916/161024 USA /1992 15238 650134 Cray Government Classi�ed 16 13700 10000Y-MP C916/161024 USA /1992 15238 650135 Cray Government Classi�ed 16 13700 10000Y-MP C916/16512 USA /1994 15238 650136 Cray Government Communications Headquarters Classi�ed 16 13700 10000Y-MP C916/16256 Benhall UK /1994 15238 650137 Cray KIST/System Engineering Research Institute Academic 16 13700 10000Y-MP C916/16512 Korea /1993 15238 650138 Cray MITI Research 16 13700 10000Y-MP C916/161024 Osaka Japan /1994 15238 650139 Cray NASA/Ames Research Center/NAS Research 16 13700 10000Y-MP C916/161024 Mo�ett Field USA /1993 15238 650140 Cray NERSC/LBNL Research 16 13700 10000Y-MP C916/16256 Berkley USA /1992 15238 650Mannheim/Tennessee November 18, 1996
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op/s]141 Cray NOAA/Geophysical Fluid Dynamics Laboratory (GFDL) Research 16 13700 10000Y-MP C916/16256 Princeton USA /1995 Weather 15238 650142 Cray NOAA/National Centers for Environment Prediction Research 16 13700 10000Y-MP C916/16256 Suitland USA /1994 15238 650143 Cray Pittsburgh Supercomputing Center Academic 16 13700 10000Y-MP C916/16512 Pittsburgh USA /1994 15238 650144 Cray Res. Inf. Processing System (RIPS) Research 16 13700 10000Y-MP C916/16256 Tsukuba Japan /1994 15238 650145 Cray Tohoku University, Institute of Fluid Science Academic 16 13700 10000Y-MP C916/161024 Aramaki Japan /1994 15238 650146 Cray US Naval Oceanographic Command Research 16 13700 10000Y-MP C916/161024 Bay Saint Louis USA /1994 Weather 15238 650147 Cray United Kingdom Meteorological O�ce Research 16 13700 10000Y-MP C916/16256 Bracknell UK /1994 Weather 15238 650148 Cray Wright Patterson Air Force Base Research 16 13700 10000Y-MP C916/161024 USA /1996 15238 650149 Fujitsu Communications Res. Lab. (CRL) Research 10 13675 .VPP500/10 Tokyo Japan /1993 16000 .150 IBM PIK Research 69 13350 .SP2/69 Potsdam Germany /1996 18320 .151 IBM DLR Research 68 13180 .SP2/68 Koeln Germany /1996 18060 .152 Cray EDS/General Motors Industry 10 13150 .Y-MP T932/101024 Auburn Hills USA /1996 Automotive 18125 .153 IBM Bell South Industry 67 13010 .SP2/67 USA /1995 17790 .154 Fujitsu Meiji University Academic 6 12850 .VPP300/6 Japan /1996 13200 .155 Fujitsu/SNI Universitaet Darmstadt Academic 6 12850 .VPP300/6 Darmstadt Germany /1996 13200 .156 Cray Air Force/Eglin Air Force Base Classi�ed 128 12800 20736T3D MC128-8 Eglin USA /1994 19000 3408157 Cray CEA/Centre d'Etudes Research 128 12800 20736T3D MC128-8 Limeil-Valenton France /1993 19000 3408158 Cray CEA/Centre d'Etudes Nucleaires Research 128 12800 20736T3D MCA128-8 Grenoble France /1994 Energy 19000 3408159 Cray CINECA Research 128 12800 20736T3D MC128-8 Bologna Italy /1996 19000 3408160 Cray CNRS/IDRIS Research 128 12800 20736T3D MCA128-8 Orsay France /1995 19000 3408Mannheim/Tennessee November 18, 1996
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op/s]161 Cray Compagnie Generale de Geophysique (CGG) Industry 128 12800 20736T3D MCA128-8 Massy France /1995 Geophysics 19000 3408162 Cray Cray Research Vendor 128 12800 20736T3D MC128-8 Eagan USA /1995 19000 3408163 Cray Cray Research Vendor 128 12800 20736T3D MCA128-8 Eagan USA /1996 19000 3408164 Cray ECMWF Research 128 12800 20736T3D MCA128-8 Reading UK /1994 Weather 19000 3408165 Cray Environmental Protection Agency Research 128 12800 20736T3D MCA128-8 USA /1995 19000 3408166 Cray Max-Planck-Gesellschaft MPI Research 128 12800 20736T3D MCA128-8 Munchen Germany /1995 19000 3408167 Cray Phillips Petroleum Company Industry 128 12800 20736T3D MC128-8 Bartlesville USA /1994 Geophysics 19000 3408168 Cray Reactor Nuclear Fuel Development Research 128 12800 20736T3D MCA128-2 Japan /1994 19000 3408169 Cray Tohoku University, Institute of Fluid Science Academic 128 12800 20736T3D MCA128-8 Aramaki Japan /1994 19000 3408170 Cray UCSD/San Diego Supercomputer Center Academic 128 12800 20736T3D MCA128-8 San Diego USA /1995 19000 3408171 Cray University of Alaska - ARSC Academic 128 12800 20736T3D MC128-8 Fairbanks USA /1995 19000 3408172 IBM CERN Research 65 12670 .SP2/65 Geneva Switzerland /1995 17260 .173 Cray NCSC Research 32 12500 27936T3E AC32-128 USA /1996 19000 3360174 IBM InterUniversity Academic 64 12500 26500SP2/64 Israel /1996 17000 7000175 IBM Maui High-Performance Computing Center (MHPCC) Research 64 12500 26500SP2/64 USA /1994 17000 7000176 IBM University of Houston Academic 64 12500 26500SP2/64 USA /1996 17000 7000177 Intel ONERA Research 294 12250 .XP/S-MP 15 Chatillon France /1995 Aerospace 14700 .178 Intel Oak Ridge National Laboratory Research 288 12000 .XP/S-MP 14 Oak Ridge USA /1995 14400 .179 Intel UCSD/San Diego Supercomputer Center Academic 400 11900 .XP/S30 San Diego USA /1993 20000 .180 IBM Tokyo Metropolitan University Academic 60 11750 .SP2/60 Tokyo Japan /1995 15930 .Mannheim/Tennessee November 18, 1996
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op/s]181 NEC National Institute of Fusion Science (NIFS) Research 2 11600 4352SX-3/24R Japan /1993 13000 516182 NEC Swiss Scienti�c Computing Center (CSCS) Research 2 11600 4352SX-3/24R Manno Switzerland /1994 13000 516183 NEC DIGICON Industry 6 11510 .SX-4/6 Montreal Canada /1996 Geophysics 12000 .184 Cray CEA (Commissariat a l'Energie Atomique) Research 8 10880 .Y-MP T916/8256 Limeil France /1996 14500 .185 Cray Chrysler Motors Company Industry 8 10880 .Y-MP T916/8512 USA /1996 Automotive 14500 .186 Fujitsu Fujitsu Vendor 5 10720 .VPP300/5 San Jose USA /1996 11000 .187 IBM Autozone Industry 54 10640 .SP2/54 Memphis USA /1995 Database 14340 .188 Hewlett-Packard Hewlett-Packard CXTC Vendor 64 10402 .SPP1600/XA-64 Richardson USA /1996 Benchmarking 15360 .189 Cray Tokyo Institute of Technology Academic 12 10270 .Y-MP C916/12256 Tokyo Japan /1995 11430 .190 IBM Shell Intl. Petroleum Industry 51 10090 .SP2/51 Netherlands /1996 Geophysics 13540 .191 Intel NAL Research 336 10000 .XP/S25 Japan /1994 16800 .192 Intel NRAD Research 336 10000 .XP/S25 USA /1994 16800 .193 IBM Deutsche Telekom AG Industry 50 9900 .SP2/50 Germany /1996 Database 13280 .194 IBM Federal Express Industry 50 9900 .SP2/50 USA /1995 13280 .195 IBM Nihon Genken Tokai Research 50 9900 .SP2/50 Japan /1995 13280 .196 TMC Los Alamos National Laboratory Research 2048 9800 29696CM-200/64k Los Alamos USA / . Energy 20000 11264197 TMC Los Alamos National Laboratory Research 2048 9800 29696CM-200/64k Los Alamos USA / . Energy 20000 11264198 Fujitsu Institute of Space Astronautical Science (ISAS) Research 7 9650 .VPP500/7 Tokyo Japan /1993 11200 .199 IBM Ensign Industry 48 9530 .SP2/48 UK /1996 Geophysics 12750 .200 IBM Institute of Math and Statistics Research 48 9530 .SP2/48 Japan /1995 12750 .Mannheim/Tennessee November 18, 1996
140



Top500 Supercomputers - WorldwideN Manufacturer Installation Site Field of # Rmax Nmaxworld Computer Location/Year Application Proc. Rpeak N1=2[M
op/s]201 IBM NASA/Langley Research Center Research 48 9530 .SP2/48 Hampton USA /1994 12750 .202 IBM Okazaki Bunshi Ken Research 48 9530 .SP2/48 Japan /1994 12750 .203 IBM PCS Inc Industry 48 9530 .SP2/48 USA /1996 12750 .204 IBM Rika dai Academic 48 9530 .SP2/48 Japan /1996 12750 .205 IBM University of Michigan Academic 48 9530 .SP2/48 Michigan USA /1996 12750 .206 Cray TU Berlin Research 24 9420 .T3E AC24-128 Berlin Germany /1996 14400 .207 SGI Government Classi�ed 40 9398 27000POWER CHALLENGEarray USA /1995 14400 6775208 SGI Government Classi�ed 40 9398 27000POWER CHALLENGEarray USA /1995 14400 6775209 IBM Tohoku University, Kohgaku-bu Academic 46 9160 .SP2/46 Aramaki Japan /1996 12210 .210 IBM C4 / Centre de Computacio i Comunicacions de Catal Academic 44 8790 .SP2/44 Barcelona Spain /1996 11680 .211 SGI NCSA Research 128 8757 16000ORIGIN 2000 Urbana-Champaign USA /1996 49920 4000212 SGI Boston University Academic 32 8757 16000ORIGIN 2000 Boston USA /1996 12480 4000213 SGI US Naval Research Laboratory Research 32 8757 16000ORIGIN 2000 Washington D.C. USA /1996 12480 4000214 Fujitsu Fujitsu Vendor 4 8600 28800VX/4 Uxbridge UK /1996 8800 1280215 Fujitsu/SNI Universitaet Hannover Academic 4 8600 28800VPP300/4 Hannover Germany /1996 8800 1280216 Fujitsu Western Geophysical Industry 4 8600 28800VPP300/4 Houston USA /1996 Geophysics 8800 1280217 IBM Chuodai Riko Academic 42 8420 .SP2/42 Japan /1996 11150 .218 IBM Federal Express Industry 42 8420 .SP2/42 USA /1996 11150 .219 IBM Fidelity Investments Industry 42 8420 .SP2/42 USA /1995 11150 .220 Cray DOD/NAVO Classi�ed 8 8300 .Y-MP T916/6512 USA /1996 10850 .Mannheim/Tennessee November 18, 1996
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op/s]221 SGI NCSA Research 72 8233 .POW CHALLarray 10000 Urbana-Champaign USA /1996 28080 .222 SGI Biomolecular Eng. Research Institute Research 32 8233 16000POWER CHALLENGE 10000 Suita Japan /1996 12480 4000223 IBM ISSC, Unisource Industry 41 8230 .SP2/41 USA /1996 10890 .224 IBM Petro Canada Industry 41 8230 .SP2/41 Canada /1995 Geophysics 10890 .225 IBM Western Geophysical Industry 36 8200 .SP2/36 UK /1996 Geophysics 11090 .226 IBM National Cancer Research Institute Research 40 8050 .SP2/40 Tokyo Japan /1994 10620 .227 IBM Seoul National University Academic 40 8050 .SP2/40 Seoul Korea /1995 10620 .228 IBM UNI-C/Lyngby Academic 40 8050 .SP2/40 Denmark /1995 10620 .229 IBM Western Geophysical Industry 40 8050 .SP2/40 UK /1996 Geophysics 10620 .230 Parsytec Universitaet Heidelberg - IWR Academic 192 7999 27192GC PowerPlus/192 Heidelberg Germany /1995 15360 9500231 Parsytec Universitaet Paderborn - PC2 Academic 192 7999 27192GC PowerPlus/192 Paderborn Germany /1995 15360 9500232 IBM ARAMCO Industry 35 7970 .SP2/35 Saudi Arabia /1996 Geophysics 10780 .233 Hewlett-Packard Universitaet Erlangen Academic 48 7920 .SPP1600/XA-48 Erlangen Germany /1996 11520 .234 Fujitsu Fujitsu Ltd. Vendor 6 7900 .VPP500/6 Numazu Japan /1996 9600 .235 SGI Government Classi�ed 40 7831 27000POWER CHALLENGEarray USA /1995 12000 6775236 SGI Government Classi�ed 40 7831 27000POWER CHALLENGEarray USA /1995 12000 6775237 SGI Government Classi�ed 40 7831 27000POWER CHALLENGEarray USA /1995 12000 6775238 Hewlett-Packard Defense Contractor Industry 16 7783 13320Exemplar S-Class USA /1996 Aerospace 11500 1044239 Hewlett-Packard Defense Contractor Industry 16 7783 13320Exemplar S-Class USA /1996 Aerospace 11500 1044240 Hewlett-Packard Defense Contractor Industry 16 7783 13320Exemplar S-Class USA /1996 Aerospace 11500 1044Mannheim/Tennessee November 18, 1996
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op/s]241 Hewlett-Packard Defense Contractor Industry 16 7783 13320Exemplar S-Class USA /1996 Aerospace 11500 1044242 Hewlett-Packard Defense Contractor Industry 16 7783 13320Exemplar S-Class USA /1996 Aerospace 11500 1044243 Hewlett-Packard Hewlett-Packard CXTC Vendor 16 7783 13320Exemplar S-Class Richardson USA /1996 Benchmarking 11500 1044244 Hewlett-Packard NCSA Academic 16 7783 13320Exemplar S-Class Urbana-Champaign USA /1996 11500 1044245 Hewlett-Packard Universitaet Leipzig Academic 16 7783 13320Exemplar S-Class Leipzig Germany /1996 11500 1044246 Hewlett-Packard Universitaet Leipzig Academic 16 7783 13320Exemplar S-Class Leipzig Germany /1996 11500 1044247 TMC The Angstrom Technology Partnership Research 128 7700 18432CM-5E/128 Tsukuba Japan /1994 20000 8192248 TMC American Express Industry 128 7700 18432CM-5/128 USA /1993 16000 8192249 TMC Government Classi�ed 128 7700 18432CM-5/128 USA /1993 16000 8192250 TMC Institut de Physique du Globe de Paris (IPG) Research 128 7700 18432CM-5/128 Paris France /1992 16000 8192251 TMC JPL Research 128 7700 18432CM-5/128 Pasadena USA /1995 16000 8192252 TMC MIT Research 128 7700 18432CM-5/128 Cambridge USA / . 16000 8192253 IBM GMD Research 38 7680 .SP2/38 Germany /1995 10090 .254 IBM Kirin Beer Industry 38 7680 .SP2/38 Japan /1996 10090 .255 IBM UCLA Academic 38 7680 .SP2/38 Los Angeles USA /1994 10090 .256 NEC Houston Area Research Center Research 4 7670 .SX-4/4 Houston USA /1996 8000 .257 Intel Okayama University Academic 256 7600 16000XP/S20 Okayama Japan /1994 12800 4000258 Intel Wright Patterson Air Force Base Research 256 7600 16000XP/S20 USA /1994 12800 4000259 SGI INRIA - Sophia Antipolis Research 32 7542 22000POWER CHALLENGEarray Rennes France /1995 11520 5600260 SGI NASA/Ames Research 32 7542 22000POWER CHALLENGEarray Mountain View USA /1995 Aerospace 11520 5600Mannheim/Tennessee November 18, 1996
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op/s]261 SGI NASA/JPL Academic 32 7542 22000POWER CHALLENGEarray Pasadena USA /1995 11520 5600262 IBM American Express Industry 37 7490 .SP2/37 USA /1995 Finance 9820 .263 SGI Boston University Academic 38 7445 27000POWER CHALLENGEarray Boston USA /1995 11400 6775264 Hewlett-Packard NCSA Academic 64 7408 42000SPP1200/XA-64 Urbana-Champaign USA /1995 15360 .265 Hitachi Meteorological Research Institute Research 1 7400 15680S-3800/180 Japan /1993 Weather 8000 470266 IBM Rensselaer Polytechnic Academic 36 7310 .SP2/36 Troy USA /1994 9560 .267 IBM Telecom Denmark (Danadata) Industry 36 7310 .SP2/36 Denmark /1996 Database 9560 .268 IBM HMC Industry 32 7300 19500SP2/32 Korea /1996 9860 3500269 IBM Kogiin Kagiken Research 32 7300 19500SP2/32 Japan /1996 9860 3500270 SGI Baylor College of Medicine Academic 24 7213 15000ORIGIN 2000 Houston USA /1996 9360 3500271 IBM MCI Industry 35 7120 .SP2/35 USA /1995 9290 .272 IBM Phillipps University of Marburg Academic 35 7120 .SP2/35 Marburg Germany /1995 9290 .273 IBM Shell KSEPL Industry 35 7120 .SP2/35 Netherlands /1996 Geophysics 9290 .274 IBM Shopko Stores Industry 35 7120 .SP2/35 USA /1996 9290 .275 IBM State Farm Industry 35 7120 .SP2/35 USA /1996 9290 .276 Hitachi Suzuki Motor Industry 2 7100 .S-3800/260 Japan /1993 Automotive 8000 .277 Cray BMW AG Industry 8 6850 .Y-MP C98/8256 Muenchen Germany /1995 Automotive 7619 .278 Cray CNRS/IDRIS Research 8 6850 .Y-MP C98/8512 Orsay France /1993 7619 .279 Cray Chrysler Motors Company Industry 8 6850 .Y-MP C98/8256 USA /1996 Automotive 7619 .280 Cray Direction de la Meteorologie Nationale Research 8 6850 .Y-MP C98/8256 Toulouse France /1994 Weather 7619 .Mannheim/Tennessee November 18, 1996
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op/s]281 Cray EDS/General Motors Industry 8 6850 .Y-MP C98/81024 Auburn Hills USA /1995 Automotive 7619 .282 Cray Electricite de France Industry 8 6850 .Y-MP C98/8512 Clamart France /1994 Energy 7619 .283 Cray Ford Industry 8 6850 .Y-MP C916/8512 Koeln Germany /1995 Automotive 7619 .284 Cray Minnesota Supercomputer Center Academic 8 6850 .Y-MP C916/8512 USA /1994 7619 .285 Cray NASA/Ames Research Center/CCF Research 8 6850 .Y-MP C916/8256 Mo�ett Field USA /1993 Aerospace 7619 .286 Cray UCSD/San Diego Supercomputer Center Academic 8 6850 .Y-MP C98/8128 San Diego USA /1993 7619 .287 Cray US Navy/Fleet Numerical Oceanography Center Research 8 6850 .Y-MP C916/8256 Monterey USA /1994 Weather 7619 .288 SGI Audi AG Industry 24 6819 15000POWER CHALLENGE 10000 Ludwigshafen Germany /1996 Automotive 9360 3500289 SGI C4 / Centre Europeo del Parallelismo de Barcelona Academic 24 6819 15000POW CHALLarray 10000 Barcelona Spain /1996 9360 3500290 SGI Dream Quest Industry 24 6819 15000POWER CHALLENGE 10000 Simi Valley USA /1996 Image Proc. 9360 3500291 SGI Government Classi�ed 24 6819 15000POWER CHALLENGE 10000 McLean USA /1996 9360 3500292 SGI NCSA Research 24 6819 15000POWER CHALLENGE 10000 Urbana-Champaign USA /1996 9360 3500293 SGI Silicon Graphics Vendor 24 6819 15000POWER CHALLENGE 10000 Mountain View USA /1996 Benchmarking 9360 3500294 IBM American Express Industry 33 6750 .SP2/33 USA /1996 Finance 8760 .295 IBM Westinghouse Electric Industry 33 6750 .SP2/33 USA /1996 Energy 8760 .296 Digital Digital Equipment Corporation Vendor 12 6654 .AlphaServer 8400 5/440 Maynard USA /1996 Benchmarking 10488 .297 IBM Amerada Hess Industry 32 6569 28000SP2/32 USA /1994 8500 5200298 IBM CINECA Research 32 6569 28000SP2/32 Bologna Italy /1995 8500 5200299 IBM China Meterological Administration Research 32 6569 28000SP2/32 China /1995 8500 5200300 IBM Clam Associates Inc Industry 32 6569 28000SP2/32 USA /1996 8500 5200Mannheim/Tennessee November 18, 1996
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op/s]301 IBM First Union National Bank Industry 32 6569 28000SP2/32 USA /1996 Finance 8500 5200302 IBM Hong Kong University Academic 32 6569 28000SP2/32 Hong Kong Hong Kong /1995 8500 5200303 IBM Informix Industry 32 6569 28000SP2/32 USA /1995 Database 8500 5200304 IBM Oracle Corporation Industry 32 6569 28000SP2/32 Redwood Shores USA /1996 Database 8500 5200305 IBM PGS Tensor Industry 32 6569 28000SP2/32 USA /1995 8500 5200306 Fujitsu Waseda University Academic 3 6450 .VX/3 Japan /1996 6600 .307 Cray Centro Di Calcolo Interuniversiatrio Dell Italia Academic 64 6400 20736T3D MCA64-8 Italy /1996 9600 2368308 Cray Mitsubishi Electric Corporation Industry 64 6400 20736T3D MC64-2 Kanagawa Japan /1994 Electronics 9600 2368309 Cray Mobil / Technical Center Industry 64 6400 20736T3D MCA64-8 Tulsa USA /1995 Geophysics 9600 2368310 Cray NASA/Lewis Research Center Research 64 6400 20736T3D MCA64-8 Cleveland USA /1994 9600 2368311 Cray NCAR (National Center for Atmospheric Research) Research 64 6400 20736T3D MCA64-8 Boulder USA /1994 Weather 9600 2368312 Cray US Naval Underwater Weapons Center Classi�ed 64 6400 20736T3D MCA64-8 USA /1995 9600 2368313 IBM Inf E. Corte Ingles Industry 28 6400 .SP2/28 Spain /1996 Database 8620 .314 IBM NIST - US Department of Commerce Research 31 6370 .SP2/31 Gaithersburg USA /1994 8230 .315 Cray Cray Research Vendor 16 6340 19968T3E AC16-128 USA /1996 9600 2208316 Cray Max-Planck-Gesellschaft MPI/Festkoerperforschung Research 16 6340 19968T3E AC16-128 Stuttgart Germany /1996 9600 2208317 Cray Max-Planck-Gesellschaft MPI/Fritz-Haber-Institut Research 16 6340 19968T3E AC16-128 Berlin Germany /1996 9600 2208318 Cray Max-Planck-Gesellschaft MPI/Polymerforschung Research 16 6340 19968T3E AC16-128 Mainz Germany /1996 9600 2208319 Cray Max-Planck-Gesellschaft MPI/Stroemungsforschung Research 16 6340 19968T3E AC16-128 Goettingen Germany /1996 9600 2208320 Cray Rechenzentrum Hannover Research 16 6340 19968T3E AC16-128 Germany /1996 9600 2208Mannheim/Tennessee November 18, 1996
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op/s]321 Cray Universitaet Rostock Research 16 6340 19968T3E AC16-128 Germany /1996 9600 2208322 Intel Government Classi�ed 208 6250 .XP/S15 Washington DC USA /1995 10400 .323 Intel NOAA Research 208 6250 .XP/S15 Boulder USA /1994 10400 .324 Hewlett-Packard HTC Industry 64 6192 41000SPP1000/XA-64 Babelsberg Germany /1995 12800 11400325 Hewlett-Packard Josef Stefan Institut Research 64 6192 41000SPP1000/XA-64 Ljubljana Slovenia /1994 12800 11400326 IBM CRS4 Research 30 6170 .SP2/30 Cagliari Italy /1995 7970 .327 IBM Columbia University Academic 30 6170 .SP2/30 Lamont USA /1995 7970 .328 IBM First Interstate Bank Industry 30 6170 .SP2/30 USA /1996 7970 .329 IBM Informix Industry 30 6170 .SP2/30 USA /1995 Database 7970 .330 IBM Shell KSEPL Industry 30 6170 .SP2/30 Netherlands /1995 Geophysics 7970 .331 IBM Shell KSLA Industry 30 6170 .SP2/30 Netherlands /1995 Geophysics 7970 .332 IBM Shell Oil Corporation Industry 30 6170 .SP2/30 USA /1994 Geophysics 7970 .333 IBM Shell Oil Corporation Industry 30 6170 .SP2/30 USA /1994 Geophysics 7970 .334 IBM Universitaet Stuttgart Academic 30 6170 .SP2/30 Stuttgart Germany /1996 7970 .335 IBM World Com Industry 30 6170 .SP2/30 USA /1995 7970 .336 SGI Lockheed Martin Industry 28 6118 15000POWER CHALLENGE 10000 Littleton USA /1996 Aerospace 10920 3100337 SGI AMOCO Industry 24 6118 15000POWER CHALLENGE 10000 Tulsa USA /1996 Geophysics 9360 3100338 SGI BMW AG Industry 24 6118 15000POWER CHALLENGE 10000 Muenchen Germany /1996 Automotive 9360 3100339 SGI BMW AG Industry 24 6118 15000POWER CHALLENGE 10000 Muenchen Germany /1996 Automotive 9360 3100340 SGI BMW AG Industry 24 6118 15000POWER CHALLENGE 10000 Muenchen Germany /1996 Automotive 9360 3100Mannheim/Tennessee November 18, 1996
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op/s]341 SGI BMW AG Industry 24 6118 15000POWER CHALLENGE 10000 Muenchen Germany /1996 Automotive 9360 3100342 SGI Chevron Industry 24 6118 15000POWER CHALLENGE 10000 La Habra USA /1996 Geophysics 9360 3100343 SGI Heriot Watt University Academic 24 6118 15000POWER CHALLENGE 10000 UK /1996 9360 3100344 SGI NIH (National Institute of Health) Research 24 6118 15000POWER CHALLENGE 10000 Frederick USA /1996 9360 3100345 SGI Oxford University Academic 24 6118 15000POWER CHALLENGE 10000 Oxford UK /1996 9360 3100346 SGI Sikorsky Industry 24 6118 15000POWER CHALLENGE 10000 Stratford USA /1996 Aerospace 9360 3100347 SGI Texas AM University Academic 24 6118 15000POWER CHALLENGE 10000 College Station USA /1996 9360 3100348 SGI US Army TACOM Classi�ed 24 6118 15000POWER CHALLENGE 10000 Warren USA /1996 9360 3100349 SGI University of Maryland Academic 24 6118 15000POWER CHALLENGE 10000 Baltimore USA /1996 9360 3100350 SGI Volvo Industry 24 6118 15000POWER CHALLENGE 10000 Gothenberg Sweden /1996 Automotive 9360 3100351 IBM Deluxe Check Industry 29 5970 .SP2/29 USA /1996 7710 .352 IBM Shell Industry 29 5970 .SP2/29 Netherlands /1996 Geophysics 7710 .353 SGI Australian National University Academic 20 5872 15000POWER CHALLENGE 10000 Canberra Australia /1996 7800 3000354 SGI Defence Science Organization Classi�ed 20 5872 15000POWER CHALLENGE 10000 Singapore /1996 7800 3000355 SGI Dream Quest Industry 20 5872 15000POWER CHALLENGE 10000 Simi Valley USA /1996 Image Proc. 7800 3000356 SGI KLA Instruments Semiconductor Industry 20 5872 15000POWER CHALLENGE 10000 San Jose USA /1996 Electronics 7800 3000357 SGI New South Wales Center for Par. Comp. Academic 20 5872 15000POWER CHALLENGE 10000 Sydney Australia /1996 7800 3000358 SGI South Australian Center for Par. Comp. Academic 20 5872 15000POWER CHALLENGE 10000 Adelaide Australia /1996 7800 3000359 SGI Technische Universitaet Wien Academic 20 5872 15000POWER CHALLENGE 10000 Wien Austria /1996 7800 3000360 SGI Technische Universitaet Wien Academic 20 5872 15000POWER CHALLENGE 10000 Wien Austria /1996 7800 3000Mannheim/Tennessee November 18, 1996
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op/s]361 SGI US Air Force/National Test Facility Classi�ed 20 5872 15000POWER CHALLENGE 10000 Falcon USA /1996 7800 3000362 SGI University of Minnesota Academic 20 5872 15000POWER CHALLENGE 10000 Minneapolis USA /1996 7800 3000363 SGI Georgia Institute of Technology Research 22 5812 15000POWER CHALLENGE 10000 Atlanta USA /1996 8580 2900364 Intel Grant Tensor Industry 192 5800 .XP/S14 Houston USA /1995 Geophysics 9600 .365 NEC Japan Atomic Energy Research Research 4 5800 3584SX-3/41R Japan /1992 6400 414366 NEC Toyota Central Research Development Industry 1 5800 2816SX-3/14R Japan /1992 Automotive 6400 282367 Cray Bayer AG Industry 32 5800 10000Y-MP J932/32-4096 Leverkusen Germany /1996 Chemistry 6400 550368 Cray Cray Research Vendor 32 5800 10000Y-MP J932/32-8192 Eagan USA /1995 6400 550369 Cray Lockheed Missiles and Space Company Industry 32 5800 10000Y-MP J932/32-8192 USA /1996 Aerospace 6400 550370 Cray Los Alamos National Laboratory Research 32 5800 10000Y-MP J932/32-8192 Los Alamos USA /1996 Energy 6400 550371 Cray NASA/Goddard Space Flight Center Research 32 5800 10000Y-MP J932/32-4096 Greenbelt USA /1995 Weather 6400 550372 Cray NASA/Goddard Space Flight Center Research 32 5800 10000Y-MP J932/32-4096 Greenbelt USA /1996 Weather 6400 550373 Cray NERSC/LBNL Research 32 5800 10000Y-MP J932/32-8192 Berkley USA /1996 6400 550374 Cray NERSC/LBNL Research 32 5800 10000Y-MP J932/32-8192 Berkley USA /1996 6400 550375 Cray NERSC/LBNL Research 32 5800 10000Y-MP J932/32-8192 Berkley USA /1996 6400 550376 Cray Rutherford Appleton Laboratory Research 32 5800 10000Y-MP J932/32-4096 UK /1996 6400 550377 Cray University Groningen Academic 32 5800 10000Y-MP J932/32-4096 Groningen Netherlands /1996 6400 550378 IBM ABSA Industry 28 5780 .SP2/28 South Africa /1996 Database 7450 .379 IBM L.L.Bean Industry 28 5780 .SP2/28 USA /1994 7450 .380 IBM Loral Industry 28 5780 .SP2/28 USA /1994 7450 .Mannheim/Tennessee November 18, 1996
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op/s]381 IBM Morgan Stanley Industry 28 5780 .SP2/28 USA /1995 7450 .382 IBM US West Industry 28 5780 .SP2/28 USA /1996 7450 .383 IBM University of Southern California Academic 28 5780 .SP2/28 Los Angeles USA /1996 7450 .384 Hewlett-Packard Universitaet Mainz Academic 48 5744 34000SPP1200/XA-48 Mainz Germany /1995 11520 .385 Cray Boeing Industry 4 5735 .Y-MP T94/4128 Seattle USA / . Aerospace 7200 .386 Cray Cray Research Vendor 4 5735 .Y-MP T94/4128 Eagan USA /1995 7200 .387 Cray Cray Research Vendor 4 5735 .Y-MP T94/4128 Eagan USA /1995 7200 .388 Cray Ford Motor Company Industry 4 5735 .Y-MP T94/4128 Dearborn USA /1995 Automotive 7200 .389 Cray Government Classi�ed 4 5735 .Y-MP T94/4128 Colorado Springs USA /1995 7200 .390 Cray Government Classi�ed 4 5735 .Y-MP T94/4128 Colorado Springs USA /1995 7200 .391 Cray Japan Atomic Energy Research Research 4 5735 .Y-MP T94/4128 Japan /1996 7200 .392 Cray Leibniz Rechenzentrum Academic 4 5735 .Y-MP T94/4128 Muenchen Germany /1996 7200 .393 Cray Los Alamos National Laboratory Research 4 5735 .Y-MP T94/4128 Los Alamos USA /1995 Energy 7200 .394 Cray NASA/Marshall Space Flight Center Research 4 5735 .Y-MP T916/4256 Huntsville USA /1996 Aerospace 7200 .395 Cray North Carolina Supercomputer Center Academic 4 5735 .Y-MP T916/4256 USA /1995 7200 .396 Cray Toyota Motor Company Industry 4 5735 .Y-MP T94/464 Japan /1995 Automotive 7200 .397 TMC Epsilon Industry 96 5700 .CM-5/96 USA /1993 13370 .398 TMC University of California at Berkeley Academic 96 5700 .CM-5/96 USA / . 13370 .399 SGI University Jaume I Academic 24 5650 .POWER CHALLENGEarray Castellon Spain /1995 8640 .400 SGI University of Minnesota Academic 24 5650 .POWER CHALLENGEarray Minneapolis USA /1995 8640 .Mannheim/Tennessee November 18, 1996
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op/s]401 Fujitsu IFP (Institute Francais du Petrole) Academic 4 5600 7344VPP500/4 Rueil-Malmaison France /1995 Geophysics 6400 1250402 Fujitsu Toritsu Kagaku Gijutsu University Academic 4 5600 7344VPP500/4 Japan /1993 6400 1250403 Fujitsu Toyota Motor Company Industry 4 5600 7344VPP500/4 Japan /1994 Automotive 6400 1250404 IBM Hill's Pet Food Industry 27 5580 .SP2/27 USA /1996 7180 .405 Digital CSC (Center for Scienti�c Computing) Academic 10 5545 .AlphaServer 8400 5/440 Espoo Finland /1996 8740 .406 IBM Adapco Industry 24 5500 .SP2/24 USA /1996 7390 .407 Hewlett-Packard CILEA Research 32 5452 27000SPP1600/XA-32 Milano Italy /1996 7680 4500408 Hewlett-Packard Cyfronet Academic 32 5452 27000SPP1600/XA-32 Krakau Poland /1996 7680 4500409 Hewlett-Packard Ford Industry 32 5452 27000SPP1600/XA-32 Dearborn USA /1996 Automotive 7680 4500410 Hewlett-Packard JCCWC Classi�ed 32 5452 27000SPP1600/XA-32 San Antonio USA /1995 7680 4500411 Hewlett-Packard NCCOSC Research 32 5452 27000SPP1600/XA-32 USA /1996 7680 4500412 Hewlett-Packard University of Michigan Academic 32 5452 27000SPP1600/XA-32 Ann Arbor USA /1996 7680 4500413 SGI ATT Industry 20 5430 15000POWER CHALLENGE 10000 Murray Hill USA /1996 Electronics 7800 2600414 SGI ATT Industry 20 5430 15000POWER CHALLENGE 10000 Murray Hill USA /1996 Electronics 7800 2600415 SGI Chevron Industry 20 5430 15000POWER CHALLENGE 10000 La Habra USA /1996 Geophysics 7800 2600416 SGI Dream Quest Industry 20 5430 15000POWER CHALLENGE 10000 Simi Valley USA /1996 Image Proc. 7800 2600417 SGI McDonnell Douglas Industry 20 5430 15000POWER Onyx 10000 St. Louis USA /1996 Aerospace 7800 2600418 SGI P�zer Industry 20 5430 15000POWER CHALLENGE 10000 Groton USA /1996 Pharmaceutics 7800 2600419 IBM Dassault Aviation Industry 26 5380 .SP2/26 France /1995 Aerospace 6920 .420 IBM James River Industry 26 5380 .SP2/26 USA /1995 6920 .Mannheim/Tennessee November 18, 1996
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op/s]421 IBM John Alden Insurance Industry 26 5380 .SP2/26 USA /1994 6920 .422 IBM La Caixa Industry 26 5380 .SP2/26 Spain /1996 Database 6920 .423 IBM Norfolk Southern Railroad Industry 26 5380 .SP2/26 USA /1995 6920 .424 IBM Revlon Industry 26 5380 .SP2/26 USA /1996 6920 .425 IBM Tohoku University Academic 26 5380 .SP2/26 Aramaki Japan /1996 6920 .426 IBM University of Pennsylvania Academic 26 5380 .SP2/26 USA /1996 6920 .427 Parsytec Japan Institute of Advanced Technology Research 128 5246 22000GC PowerPlus/128 Japan /1994 10240 7800428 Parsytec Swedish National Supercomputer Centre Academic 128 5246 22000GC PowerPlus/128 Linkoping Sweden /1994 10240 7800429 Parsytec Technische Universitaet Chemnitz Academic 128 5246 22000GC PowerPlus/128 Chemnitz Germany /1994 10240 7800430 Parsytec Universitaet Hamburg-Harburg Academic 128 5246 22000GC PowerPlus/128 Hamburg-Harburg Germany /1994 10240 7800431 TMC Florida State University Academic 2048 5200 26624CM-2/64k Tallahassee USA / . 14000 11000432 TMC SRC Industry 2048 5200 26624CM-2/64k USA /1993 14000 11000433 IBM ICG Industry 25 5180 .SP2/25 Salzgitter Germany /1996 6660 .434 IBM MBNA Industry 25 5180 .SP2/25 USA /1996 6660 .435 Cray Government Classi�ed 28 5075 .Y-MP J932/28-2048 USA /1996 5600 .436 Digital CERN Research 10 5074 9540AlphaServer 8400 5/350 Geneva Switzerland /1996 7000 3010437 Digital Informix Industry 10 5074 9540AlphaServer 8400 5/350 USA /1996 Database 7000 3010438 Meiko Lawrence Livermore National Laboratory Research 224 5000 18688CS-2/224 Livermore USA /1994 Energy 40300 6144439 Meiko CERN Research 128 5000 18688CS-2/128 Geneva Switzerland /1996 23000 6144440 Meiko Universitaet Wien Academic 128 5000 18688CS-2/128 Wien Austria /1994 23000 6144Mannheim/Tennessee November 18, 1996
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op/s]441 Meiko Lawrence Livermore National Laboratory Research 64 5000 18688CS-2/64 Livermore USA /1994 Energy 11500 6144442 TMC Government Classi�ed 1024 5000 21504CM-200/32k USA /1989 10000 8192443 TMC Minnesota Supercomputer Center Academic 1024 5000 21504CM-200/32k USA / . 10000 8192444 TMC Western Geophysical Industry 1024 5000 21504CM-200/32k Houston USA /1994 Geophysics 10000 8192445 Digital Dial Corporation Industry 12 5000 9548AlphaServer 8400 5/300 Phoenix USA /1996 Construction 7200 1148446 Digital National Security Agency Classi�ed 12 5000 9548AlphaServer 8400 5/300 USA /1996 7200 1148447 NEC NEC Systems Laboratories Inc. Research 2 5000 3072SX-3/22 Houston USA /1991 5500 384448 NEC National Institute of Environmental Studies Research 1 5000 3072SX-3/14 Japan /1992 Environment 5500 384449 IBM Aetna Life Insurance Industry 24 4990 .SP2/24 USA /1995 6400 .450 IBM Brown University Academic 24 4990 .SP2/24 Providence USA /1996 6400 .451 IBM CSC (Centre for Sienti�c Computing) Academic 24 4990 .SP2/24 Espoo Finland /1995 6400 .452 IBM Credit Suisse Industry 24 4990 .SP2/24 Switzerland /1995 Finance 6400 .453 IBM Equifax Industry 24 4990 .SP2/24 USA /1996 6400 .454 IBM Indiana University Academic 24 4990 .SP2/24 USA /1996 6400 .455 IBM National Institute of Environmental Studies Research 24 4990 .SP2/24 Japan /1994 6400 .456 IBM Nationwide Life Insurance Industry 24 4990 .SP2/24 USA /1995 Database 6400 .457 IBM Sybase Industry 24 4990 .SP2/24 USA /1995 Database 6400 .458 IBM University of Pennsylvania Academic 24 4990 .SP2/24 USA /1996 6400 .459 SGI INRIA - Sophia Antipolis Research 16 4961 15000ORIGIN 2000 Rennes France /1996 6240 2500460 SGI University of Miami Academic 16 4961 15000ORIGIN 2000 Miami USA /1996 6240 2500Mannheim/Tennessee November 18, 1996
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op/s]461 SGI Paci�c Northwest Laboratories/Batelle Research 24 4896 18000POWER CHALLENGEarray Hanford USA /1995 7200 3500462 SGI University of Oregon Academic 24 4896 18000POWER CHALLENGEarray Eugene USA /1995 7200 3500463 SGI Allison Engine Corp. Industry 16 4862 15000POWER CHALLENGE 10000 Indianapolis USA /1996 Aerospace 6240 2500464 SGI Amgen Inc. Industry 16 4862 15000POWER CHALLENGE 10000 Thousand Oaks USA /1996 Pharmaceutics 6240 2500465 SGI Audi AG Industry 16 4862 15000POWER CHALLENGE 10000 Ludwigshafen Germany /1996 Automotive 6240 2500466 SGI Centro Italiano Ricerche Aerospaziali (CIRA) Research 16 4862 15000POWER CHALLENGE 10000 Capua Italy /1996 6240 2500467 SGI Mercedes-Benz Industry 16 4862 15000POWER CHALLENGE 10000 Sindel�ngen Germany /1996 Automotive 6240 2500468 SGI Mississippi State University Academic 16 4862 15000POWER CHALLENGE 10000 Starkeville USA /1996 6240 2500469 SGI Motorola Industry 16 4862 15000POWER CHALLENGE 10000 Ft. Lauderdale USA /1996 Electronics 6240 2500470 SGI NIH (National Institute of Health) Research 16 4862 15000POWER CHALLENGE 10000 Frederick USA /1996 6240 2500471 SGI NIH (National Institute of Health) Research 16 4862 15000POWER CHALLENGE 10000 Frederick USA /1996 6240 2500472 SGI NIH (National Institute of Health) Research 16 4862 15000POWER CHALLENGE 10000 Frederick USA /1996 6240 2500473 SGI NIH (National Institute of Health) Research 16 4862 15000POWER CHALLENGE 10000 Frederick USA /1996 6240 2500474 SGI Nagoya University Academic 16 4862 15000POWER CHALLENGE 10000 Nagoya Japan /1996 6240 2500475 SGI Osaka University Academic 16 4862 15000POWER CHALLENGE 10000 Osaka Japan /1996 6240 2500476 SGI Square LA Industry 16 4862 15000POWER CHALLENGE 10000 Marina del Rey USA /1996 Image Proc. 6240 2500477 SGI State University of New York Academic 16 4862 15000POWER CHALLENGE 10000 Stonybrook USA /1996 6240 2500478 SGI Technische Universitaet Wien Academic 16 4862 15000POWER CHALLENGE 10000 Wien Austria /1996 6240 2500479 SGI University of Auckland Academic 16 4862 15000POWER CHALLENGE 10000 Auckland New Zealand /1996 6240 2500480 SGI Western Geophysical Industry 16 4862 15000POWER CHALLENGE 10000 Cairo Egypt /1996 Geophysics 6240 2500Mannheim/Tennessee November 18, 1996
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op/s]481 SGI Western Geophysical Industry 16 4862 15000POWER CHALLENGE 10000 Houston USA /1996 Geophysics 6240 2500482 SGI Western Geophysical Industry 16 4862 15000POWER CHALLENGE 10000 Houston USA /1996 Geophysics 6240 2500483 SGI Western Geophysical Industry 16 4862 15000POWER CHALLENGE 10000 Houston USA /1996 Geophysics 6240 2500484 SGI Western Geophysical Industry 16 4862 15000POWER CHALLENGE 10000 Houston USA /1996 Geophysics 6240 2500485 Hewlett-Packard Tokyo University Academic 48 4802 .SPP1000/XA-48 Tokyo Japan /1996 9600 .486 IBM Argonne Nat. Lab Research 128 4800 260009076-005 SP1 USA /1993 16000 6000487 IBM American Express Industry 23 4790 .SP2/23 USA /1996 Finance 6130 .488 IBM CEA/CESTA Research 23 4790 .SP2/23 Bordeaux France /1995 6130 .489 IBM GTE Communications Industry 23 4790 .SP2/23 USA /1996 6130 .490 IBM University of Southampton Academic 23 4790 .SP2/23 Southampton UK /1996 6130 .491 KSR Paci�c Northwest Laboratories/Batelle Research 80 4770 .KSR2-80 Richland USA /1994 6400 .492 SGI Florida State University Academic 20 4710 .POWER CHALLENGEarray Tallahassee USA /1995 7200 .493 SGI University of Queensland Academic 20 4710 .POWER CHALLENGEarray St Lucia Australia /1995 7200 .494 Cray General Electric - Aircraft Eng Industry 6 4630 .Y-MP C98/6256 USA /1995 Aerospace 5715 .495 Cray NIST - US Department of Commerce Research 6 4630 .Y-MP C98/6256 Gaithersburg USA /1996 5715 .496 SGI Delta Airlines Industry 18 4620 2500POWER CHALLENGE Atlanta USA /1996 Database 6480 540497 SGI Delta Airlines Industry 18 4620 2500POWER CHALLENGE Atlanta USA /1996 Database 6480 540498 SGI Delta Airlines Industry 18 4620 2500POWER CHALLENGE Atlanta USA /1996 Database 6480 540499 SGI Ford Industry 18 4620 2500POWER CHALLENGE Detroit USA /1995 Automotive 6480 540500 SGI Goodyear - Technical Center Industry 18 4620 2500POWER CHALLENGE Colmar-Berg Luxembourg /1996 Automotive 6480 540Mannheim/Tennessee November 18, 1996
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9.4 Statistics on Manufacturers and ContinentsAs basic statistics of the complete list, we give the number of systems in-stalled with respect to the di�erent manufacturers in the di�erent countriesor continents (Table 2) as well as the accumulated Rmax values (Table 3) andRpeak values (Table 4) for those systems. More extensive analyses of the situ-ation and its evolution over time can be found in the series of Top500Reports(Top500Report 1993 [3], 1994 [4] and 1995 [5]). Customized statistics can beobtained by using WWW at http://parallel.rz.uni-mannheim.de/top500.html orhttp://www.netlib.org/benchmark/top500.html.Table 2: Number of Systems InstalledTOP500 Statistics | Number of Systems InstalledUSA/Canada Europe Japan others TotalSGI/Cray 139 62 13 8 222Cray only 78 42 10 1 131SGI only 61 20 3 7 91IBM 70 35 13 8 126Fujitsu 2 7 21 1 31NEC 6 7 15 28TMC 21 1 1 23Hewlett-Packard 13 8 1 22Intel 13 2 3 18Hitachi 1 12 13others 7 9 1 17Total 271 132 80 17 500Mannheim/Tennessee November 18, 1996Table 3: Installed RmaxTOP500 Statistics | Installed Rmax [G
op/s]USA/Canada Europe Japan others TotalSGI/Cray 1729.7 907.2 142.2 51.6 2831.5Cray only 1339.4 781.8 124.2 13.7 2259.2SGI only 390.3 126.0 18.0 37.9 572.3IBM 885.0 322.0 115.1 70.0 1392.1Fujitsu 19.3 169.4 910.5 27.7 1126.9NEC 98.1 181.8 426.7 706.6TMC 320.4 7.7 7.7 335.8Hewlett-Packard 94.1 52.5 4.8 151.4Intel 408.3 31.0 121.1 560.4Hitachi 14.2 774.5 788.7others 36.5 52.4 5.2 94.1Total 3591.5 1738.8 2507.8 149.3 7987.4Mannheim/Tennessee November 18, 1996156



Table 4: Installed RpeakTOP500 Statistics | Installed Rpeak [G
op/s]USA/Canada Europe Japan others TotalSGI/Cray 2492.6 1327.8 202.1 66.1 4088.7Cray only 1879.0 1147.1 177.1 15.2 3218.5SGI only 613.6 180.7 25.0 50.9 870.2IBM 1267.2 435.0 153.8 94.0 1950.0Fujitsu 19.8 178.0 1110.4 28.6 1336.8NEC 105.5 192.5 452.8 750.8TMC 702.5 16.0 20.0 738.5Hewlett-Packard 141.9 87.0 9.6 238.5Intel 545.7 37.2 154.7 737.6Hitachi 19.0 1135.0 1154.0others 90.1 123.2 10.2 223.5Total 5365.3 2415.7 3248.7 188.7 11218Mannheim/Tennessee November 18, 1996
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