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#### Abstract

Today s long running high performance computing applications typically tolerate fail-stop failures by checkpointing. However, applications such as dense linear algebra computations often modify a large mount of memory between checkpoints and checkpointing usually introduces considerable overhead when the number of processors used for computation is large. It has been demonstrated in 13 that single fail-stop failure in ScaLAPACK matrix multiplication can be tolerated without checkpointing at a decreasing overhead rate of $1 / \sqrt{p}$, where $p$ is the number of processors used for computation. Multiple simultaneous processor failures can be tolerated without checkpointing by encoding matrices using a real-number erasure correction code. However, the floating-point representation of a real number in today's high performance computers introduces round off errors which can be enlarged and cause the loss of precision of possibly all digits during recovery when the number of processors in the system is large. In this paper, we present a class of Reed-Solomon style real-number erasure correcting codes which is numerically optimal during recovery. We analytically construct the numerically best erasure correcting codes for 2 erasures and develop an approximation method to computationally construct numerically good codes for 3 or more erasures. We prove that it is impossible even for the numerically best minimum redundancy erasure correcting codes to correct all erasure patterns when the total number of processors is large. We give the conditions that guarantee to correct all two erasures. Experimental results demonstrate that the proposed codes are numerically much more stable than existing codes.


## 1. INTRODUCTION

While the peak performance of the contemporary high performance computing (HPC) systems continues to grow exponentially, it is getting more and more difficult for scientific applications to achieve high performance due to both the complex architecture of and the increasing failures in
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these systems. Schroeder and Gibson from Carnegie Mellon University (CMU) recently studied the system logs of 22 HPC systems in Los Alamos National Laboratory (LANL) and found that the mean-time-to-interrupt (MTTI) for these HPC systems varies from about half a month to less than half a day $44,45,46$. In order to use these systems efficiently and avoid restarting computations from beginning after failures, applications have to be able to tolerate failures. Today's long running scientific applications typically tolerate failures by checkpointing $6, \sqrt[14]{2}, 37,38,41,47]$. Checkpointing can usually be used in different type of systems and to a wide range of applications. However, when applications modify a large mount of memory between two consecutive checkpoints, checkpointing often introduces a considerable overhead 30, 36].

Matrix operations (such as matrix multiplication, solving system of linear equations, and finding eigenvalues and eigenvectors, etc) are fundamental operations in science and engineering. Some important linear algebra operations such as Gaussian elimination have been proved to be able to scale to more than 100,000 processors and achieve more than one petaflops on today's HPC systems 1]. However, today's widely used dense linear algebra software such as ScaLAPACK 7] and PLAPACK 26] usually modifies a large mount of memory between checkpoints, therefore, checkpointing techniques often introduce a considerable overhead into the computation. The high frequency of failures and the large number of processors in the next generation HPC systems will further exacerbate the problem.

In 13, a highly scalable checkpoint-free techniques was proposed to tolerate single fail-stop failure in high performance matrix operations on large scale HPC systems. It was also demonstrated that the overhead rate of this scheme decreases with a speed of $1 / \sqrt{p}$ when the number of processors $p$ increases. However, in order to tolerate multiple simultaneous process failures with minimum redundancy, a real number version Reed-Solomon style erasure correcting codes have to be used to encode the input matrices.

In existing Reed-Solomon style real number erasure correcting codes, the generator matrices mainly include: Vandermonde matrix (Vander) 28], Vandermonde-like matrix for the Chebyshev polynomials (Chebvand) 8], Cauchy matrix (Cauchy), Discrete Cosine Transform matrix (DCT), Discrete Fourier Transform matrix (DFT) 22, 23, Gaussian random matrix 11,12 , and Grassmannian frame matrix 43. If there is no round-off errors in the representation of a real number, these generator matrices can all be used as the encoding matrices of the proposed checkpoint-free tech-
niques in 13 .
However, in today's computer arithmetic where no computation is exact due to round-off errors, it is well known 27 that, in solving a linear system of equations, a condition number of $10^{k}$ for the coefficient matrix leads to a loss of accuracy of about $k$ decimal digits in the solution. The coefficient matrix of the system of equations to be solved during recovery may be any square sub-matrix (including minor) of the generator matrix. Therefore, in order to get a numerically good recovery for any erasure patterns, any square sub-matrix (including minor) of the generator matrix has to be well-conditioned.

But the generator matrices from existing Reed-Solomon style real number erasure correcting codes mentioned above all contain many ill-conditioned sub-matrices when the sizes of these generator matrices are large. Therefore, in these real number codes, when certain erasure patterns occur, an illconditioned linear system has to be solved to reconstruct an approximation of the original information, which can cause the loss of precision of possibly all digits in the recovered numbers. To the best of our knowledge, it is still open whether there exists any arbitrarily large generator matrix that can correct all erasures or not. It is also an open problem how to find the codes with optimal numerically stability.

In this paper, we present a class of numerically optimal Reed-Solomon style real-number erasure correcting codes. We construct the numerically optimal erasure correcting codes for two erasures analytically and develop an approximation method to approximate the numerically optimal codes for three or more erasures computationally. We explore the property of generator matrices that are able to correct all erasure patterns. We prove no minimum redundancy codes can correct all erasure patterns when the size of processors is large and the number of erasures is more than one. We give an upper bound on the number of processors so that all two erasure patterns can be corrected. Experimental results demonstrate that our codes are numerically much more stable than existing codes.

Although we only focus on the correcting of erasures in this paper, it is also possible to use our codes (generator matrices) to correct errors through the $l_{1}$ minimization techniques proposed in 9,19 . While this paper develops the codes for fault tolerant matrix operations, the codes can also be used in many other fields such as compressive sensing 20 and fault tolerant combinatorial and dynamic systems 28].

The rest of the paper is organized as following. Section 2 introduces techniques for fault tolerant matrix operations. In Section 3, we explore the numerical properties of existing real number codes and present a class of real number codes that have optimal numerical stability. In Section 4, we analytically construct the numerically best erasure correcting codes for two erasures. Section 5 develops an approximation method to approximate the numerically optimal codes for three or more erasures computationally. In Section 6, we compare various real number codes experimentally. Section 7 concludes the paper and discusses the future work.

## 2. FAULT TOLERANT MATRIX OPERATIONS

Matrix operations are fundamental for science and engineering. Incorporating fault tolerance into matrix operations has been extensively studied for many years by many
researchers $[3,4,5,8,11,12,13,14,25,29,30,32,33,36$ 39, 40, 48.

In 29, the algorithm based fault tolerance (ABFT) is proposed to detect, locate, and correct miscalculations. The idea is to encode the original matrices using real number codes and then re-design algorithms to operate on the encoded matrices. In 29, Huang and Abraham proved that the encoding relationship in the input encoded matrices is preserved at the end of the computation no matter which algorithm is used to perform the computation. Therefore, processor miscalculations can be detected, located, and corrected at the end of the computation. ABFT researches have mostly focused on detecting, locating, and correcting miscalculations or data corruption where failed processors are often assumed to be able to continue their work but produce incorrect calculations or corrupted data. The error detection are often performed at the end of the computation by checking whether the final computation results satisfy the encoding relationship or not.

However, in a distributed environment, if a failed processor stops working, then we need to be able to detect, locate, and recover the data in the middle of the computation. In order to be able to recover in the middle of the computation, a global consistent state of the application is often required. Checkpointing and message logging are typical approaches to maintain or construct such a global consistent state. In $14,15,16,17,30$, real number erasure correcting codes are used to encode the checkpoint data to maintain a global consistent state with redundancy periodically.

Recently, in 13 , it has been demonstrated that fault tolerance (for fail-stop failures) for large scale parallel matrix operations on today's large HPC systems can be achieved without any checkpointing (or message logging) by encoding the original matrices into larger weighted checksum matrices using real-number erasure correcting codes. The scheme is highly scalable with low overhead. The overhead rate decreases with a speed of $1 / \sqrt{p}$ when the number of processors $p$ increases.

Traditional erasure correcting codes based on finite fields do NOT work 11 for the techniques in 29,13 . Real number codes have to be used to encode the input matrices. In order to be able to recover from multiple simultaneous failures of any patterns, the encoding matrix have to be chosen very carefully. This encoding matrix is often called the generator matrix of a linear code in coding theory. The goal of this paper is to find an appropriate generator matrix to encode the input matrices so that multiple simultaneous failures in large scale parallel matrix operations can be recovered without any checkpointing (or message logging).

## 3. REAL-NUMBER CODES FOR FAULT TOLERANT MATRIX OPERATIONS

The research on real number codes can be dated back to 34 . Recently, codes based on random matrices 10,11 , 12 and Grassmannian frames 24,43 have been proposed to improve the numerically stability of the recovery. However, it is still an open problem what is the numerically best real number codes. In this section, we discuss some popular real number codes and propose a class of new real number codes which have optimal numerical stability.

Let $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)^{T} \in \mathcal{R}^{n}$ denote the original information, and $G_{m \times n}$ denote a $m$ by $n$ real number matrix.

The redundant information $c=\left(c_{1}, c_{2}, \ldots, c_{m}\right)^{T} \in \mathcal{R}^{m}$ is calculated by

$$
\left\{\begin{align*}
g_{11} x_{1}+\ldots+g_{1 n} x_{n} & =c_{1}  \tag{1}\\
& \vdots \\
g_{m 1} x_{1}+\ldots+g_{m n} x_{n} & =c_{m}
\end{align*}\right.
$$

$G_{m \times n}$ is often called the generator matrix of the linear code. We also call $G_{m \times n}$ the encoding matrix for fault tolerant matrix operations. In a fault tolerant matrix operations, the original information $x_{i}$ is the local matrix in the local memory of a processor. Without loss of generality and for the simplicity of the discussion, in this paper, we assume $x_{i}$ is just a real number.

The relationship in (1) actually establishes $m$ equalities between the original data $x$ and the redundant information $c$. If $k$ (where $k \leq m$ ) elements of $x$ is erased, then the $m$ equalities become a system of linear equations with $k$ unknowns. When the generator $G_{m \times n}$ is appropriately chosen, the lost $k$ elements in $x$ can be able to be reconstructed through solving this system of linear equations with $k$ unknowns.

The real number coding theory problem we want to solve is: how to choose the generator matrix $G_{m \times n}$ in (1), such that, after any no more than $m$ erasures in $x$, a good approximation of all erased elements in $x$ can still be reconstructed by solving the system of linear equations derived from (1)?

### 3.1 Real-Number Codes Derived from Finite Field Codes

In 35, Nair and Abraham proved that, for any finite field code, there is a corresponding code in real number field. In the existing codes derived from finite fields, the generator matrices mainly include: Vandermonde matrix (Vander) [28], Vandermonde-like matrix for the Chebyshev polynomials (Chebvand) [8] Cauchy matrix (Cauchy), Discrete Cosine Transform matrix (DCT), and Discrete Fourier Transform matrix (DFT) 22, 23. These generator matrices all contain many ill-conditioned sub-matrices when the size the generator matrices become large. Therefore, in these codes, when certain erasure patterns occur, an illconditioned linear system of equations has to be solved to reconstruct an approximation of the original information, which can cause the loss of precision of possibly all digits in the recovered numbers.

### 3.2 Real-Number Codes Based on Random Matrices

In $10,11,12$, Gaussian and uniform random matrices have been proposed as the encoding (generator) matrices. It is well know that Gaussian random matrices are well conditioned 21. Note that any sub-matrix of a Gaussian random matrix is still a Gaussian random matrix, therefore, Gaussian random matrix can guarantee the recovery of the lost data with high probability.

### 3.3 Real-Number Codes Based on Grassmannian Frames

While Gaussian random codes is good with high probability, it is nondeterministic. It has been shown in 31] that Gaussian random distribution in $\mathcal{R}^{n}$ is equivalent to uniform random distribution in $\mathcal{S}^{n-1}$. Uniformly distributed points on hyper spheres tend to maximize the minimum sphere dis-
tance between points. If the sphere distance of two points is zero, the corresponding two columns of the matrix are the same. The sub-matrices containing these two columns are singular. When two vectors are the same, the correlation of the two vectors is 1 . The Grassmannian frame idea minimize the maximum correlations between columns of the generator matrices 24,43 .

A sequence of vectors $\left\{g_{k}\right\}_{k=1}^{n} \in \mathcal{R}^{m}$ is called a Grassmannian frame if it is the solution to

$$
\begin{equation*}
\min _{\left\{f_{k}\right\}_{k=1}^{n} \in \mathcal{R}^{m},<f_{k}, f_{k}>=1}\left\{\max _{i \neq j}\left\{<f_{i}, f_{j}>\right\}\right\} \tag{2}
\end{equation*}
$$

The Grassmannian frame code is defined as the code whose generator matrix is $G_{m \times n}=\left(g_{1}, g_{2}, \ldots, g_{n}\right)$.

Minimizing the maximum correlations is equivalent to maximizing the minimum angle between columns of the generator matrices. The problem of maximizing the minimum angle between vectors on a hyper sphere is called the Grassmannian (line) packing problem 18. It is hard to find optimal arrangements of points even on a 2 -sphere (i.e. $m=3$ ). Steve Smale has listed the problem of "distribution of points on the 2 -sphere" as the problem \#7 of a total of 18 unsolved mathematics problems in twenty-first century 42. There are no general analytical solutions for this problem except for some special combinations of $m$ and $n$.

### 3.4 Real-Number Codes with Optimal Numerical Stability

The Grassmannian frame code minimizes the maximum correlations between columns of the generator matrices, however, the accuracy during recovery is directly related only to the condition number of the equations to be solved and condition number is a property that associated with more than two columns of a matrix. Even if the maximum correlations are minimized, it is still possible that the generator matrix contains a singular sub-matrix. Therefore, in order to get better codes, we decide to work on minimizing the maximum condition numbers of sub-matrices of a generator matrix directly.

The recovery process involves solving a system of linear equations with one of the sub-matrices from the generator matrix $G$ as the coefficient matrix. The coefficient matrix can be any sub-matrix including minor of $G$. It is well know that in order to get a numerically good solution, the coefficient matrix have to be well conditioned. Therefore, in order to be able recovery from all erasure patterns, the generator matrix $G$ have to satisfy any square sub matrix including minor of $G$ have to be well conditioned.

If the worst conditioned sub-matrix of $G$ is well conditioned, then all the sub-matrix of $G$ will be well conditioned. Therefore, we look for generator matrices $G$ for which the condition number of the worst conditioned sub-matrix is minimized.

There are finite number of sub-matrices in $G$, therefore, we can rank these sub-matrices. Let $G_{i}$ denote the $i^{\text {th }}$ submatrix of $G$, then the matrix $G^{*}$ that minimize the condition number of the worst conditioned sub-matrix of $G$ is the solution of the following minimax problem.

$$
\begin{equation*}
f(m, n)=\min _{G_{m \times n} \in \mathcal{R}^{m \times n}}\left\{\max _{i}\left\{\kappa\left(G_{i}\right)\right\}\right\} \tag{3}
\end{equation*}
$$

The code $G^{*}$ obtained from the solution of the above minimax problem (3) is numerically best in the sense that the
generator matrix obtained has the condition number of the worst conditioned sub-matrix minimized. $f(m, n)$ is the condition number of the worst conditioned sub-matrix of the optimal $G^{*}$ obtained. it is well known [27] that, in solving a linear system of equations, a condition number of $10^{k}$ for the coefficient matrix leads to a loss of accuracy of about $k$ decimal digits in the solution. Therefore, $f(m, n)$ an be used to estimate the worst case recovery accuracy. For example in IEEE standard 754 floating point numbers, there are 16 digits of accuracy. Then the worst case recovery can guarantee an accuracy of $16-\log _{10} f(m, n)$ digits.

The minimax problem specified in (3) is also difficult even if $G$ is restricted on matrices with unit norm columns. Actually, when $G$ is restricted on matrices with unit norm columns, the problem also becomes finding optimal arrangements of points on hyper-sphere. As we discussed before, it is hard to find optimal arrangements of points even on a 2 sphere. Steve Smale has listed this problem of "distribution of points on the 2 -sphere" as the problem \#7 of a total of 18 unsolved mathematics problems in twenty-first century 42.

## 4. OPTIMAL REAL-NUMBER CODES FOR TWO ERASURES

In what follows we will solve problem (3) for the special case when $m=2$. The generator matrices we obtain is the generator matrices for numerically best real-number codes for two erasures. $f(2, n)$ we obtain is the condition number of the worst conditioned sub-matrix of the numerically best real-number codes for two erasures.

If there are elements with value zero in the generator matrix, there will be singular $1 \times 1$ sub-matrices in the generator matrix. Therefore, when solving (3), we just need to consider generator matrices with none of their elements being 0 . Without loss of generality, we assume the elements of $G$ is non-zero. When $m=2$, it is enough to just consider all the $2 \times 2$ sub-matrices.

For any $2 \times n$ matrix $G_{2 \times n} \in \mathcal{R}^{2 \times n}$, let $g_{j}$ denote the $j^{t h}$ column of $G_{2 \times n}$. Let $G_{i j}$ denote the sub-matrix of $G_{2 \times n}$ consisting of the column $i$ and $j$ of $G_{2 \times n}$.

Theorem 1. Let

$$
\begin{equation*}
f(2, n)=\min _{G_{2 \times n} \in \mathcal{R}^{2 \times n}}\left\{\max _{i, j}\left\{\kappa\left(G_{i j}\right)\right\}\right\} \tag{4}
\end{equation*}
$$

Then,

$$
\begin{equation*}
f(2, n)=\sqrt{\frac{1+\cos \frac{\pi}{n}}{1-\cos \frac{\pi}{n}}} \tag{5}
\end{equation*}
$$

The following generator matrix is one of the solutions for (4)

$$
G=\left(\begin{array}{cccc}
\cos \frac{\pi}{2 n} & \cos \frac{3 \pi}{2 n} & \ldots & \frac{(2 n-1) \pi}{2 n} \\
\sin \frac{\pi}{2 n} & \cos \frac{3 \pi}{2 n} & \ldots & \frac{(2 n-1) \pi}{2 n}
\end{array}\right)
$$

Proof. In a polar coordinate system (Figure 1), the $i^{\text {th }}$ column of $G_{2 \times n}$ can be represented as

$$
g_{j}=\binom{r_{i} \cos \theta_{i}}{r_{i} \sin \theta_{i}}
$$

$G_{2 \times n}$ can be represented as

$$
G_{2 \times n}=\left(\begin{array}{ccc}
r_{1} \cos \theta_{1} & \ldots & r_{n} \cos \theta_{n} \\
r_{1} \sin \theta_{1} & \ldots & r_{n} \sin \theta_{n}
\end{array}\right)
$$



Figure 1: Polar coordinate representation for a submatrix
$G_{i, j}$ can be represented as

$$
G_{i j}=\left(\begin{array}{cc}
r_{i} \cos \theta_{1} & r_{j} \cos \theta_{j} \\
r_{i} \sin \theta_{1} & r_{j} \sin \theta_{j}
\end{array}\right)
$$

Therefore,

$$
G_{i j}^{T} G_{i j}=\left(\begin{array}{cc}
r_{i}^{2} & r_{i} r_{j} \cos \left(\theta_{j}-\theta_{i}\right) \\
r_{i} r_{j} \cos \left(\theta_{j}-\theta_{i}\right) & r_{j}^{2}
\end{array}\right)
$$

Note that $G_{i j}^{T} G_{i j}$ is symmetric and positive definite, therefore, all its eigenvalues are positive real numbers. Let $\lambda_{\max }\left(G_{i j}^{T} G_{i j}\right)$ denote the maximum eigenvalue of $G_{i j}^{T} G_{i j}$ and $\lambda_{\min }\left(G_{i j}^{T} G_{i j}\right)$ denote the minimum eigenvalue of $G_{i j}^{T} G_{i j}$, then

$$
\begin{aligned}
\lambda_{\max }\left(G_{i j}^{T} G_{i j}\right)= & \frac{r_{i}^{2}+r_{j}^{2}}{2}+ \\
& \sqrt{\frac{\left(r_{i}^{2}+r_{j}^{2}\right)^{2}}{2}+r_{i}^{2} r_{j}^{2}\left(\cos \left(\theta_{j}-\theta_{i}\right)-1\right)} \\
\lambda_{\min }\left(G_{i j}^{T} G_{i j}\right)= & \frac{r_{i}^{2}+r_{j}^{2}}{2}- \\
& \sqrt{\frac{\left(r_{i}^{2}+r_{j}^{2}\right)^{2}}{2}+r_{i}^{2} r_{j}^{2}\left(\cos \left(\theta_{j}-\theta_{i}\right)-1\right)}
\end{aligned}
$$

Therefore,

$$
\begin{align*}
\kappa\left(G_{i j}\right) & =\sqrt{\frac{\lambda_{\max }\left(G_{i j}^{T} G_{i j}\right)}{\lambda_{\min }\left(G_{i j}^{T} G_{i j}\right)}} \\
& =\sqrt{\frac{1+\sqrt{1+\frac{4\left(\cos ^{2}\left(\theta_{j}-\theta_{i}\right)-1\right)}{\frac{r}{i}_{2}^{r_{i}^{2}}} \frac{r_{i}^{2}}{r_{j}^{2}}}}{1-\sqrt{1+\frac{4\left(\cos ^{2}\left(\theta_{j}-\theta_{i}\right)-1\right)}{\frac{r_{i}^{2}}{r_{j}^{2}}+\frac{r_{i}^{2}}{r_{j}^{2}}}}}} \\
& \geq \sqrt{\frac{1+\left|\cos \left(\theta_{j}-\theta_{i}\right)\right|}{1-\left|\cos \left(\theta_{j}-\theta_{i}\right)\right|}} \tag{6}
\end{align*}
$$

The equality in (6) is achieved when $r_{i}=r_{j}$.
Note that the relationship (6) is for any $2 \times 2$ sub-matrix of $G_{2 \times n}$, therefore, the $G_{2 \times n}$ that solve problem (4) has to satisfy $r_{1}=r_{2}=\ldots=r_{n}=r$. Note that for any matrix $M, \kappa(M)=\kappa(r M)$, therefore, during the computation of $f(2, n)$, it is enough to just consider $G_{2 \times n}$ whose $r_{1}=r_{2}=$ $\ldots=r_{n}=1$.
When $r_{1}=r_{2}=\ldots=r_{n}=1$, columns of $G_{2 \times n}$ can be treated as vectors on a unit circle centered at ( 0,0 ). If there


Figure 2: If $\left(\theta_{j}-\theta_{1}\right)$ is larger than $\pi$, then there is a vector $g=-g_{j}$ for which the angle $\left(\theta-\theta_{1}\right)$ is less than $\pi$ and $\left|\cos \left(\theta_{j}-\theta_{1}\right)\right|=\left|\cos \left(\theta-\theta_{1}\right)\right|$.


Figure 3: Adjust columns of $G$ such that $\delta_{1}+\delta_{2}+$ $\ldots+\delta_{n}=\frac{\pi}{2}$.
is a vector $g_{j}$ for which the angle $\left(\theta_{j}-\theta_{1}\right)$ is larger than $\pi$ (see $g_{j}$ in Figure 2), then there is a vector $g=-g_{j}$ for which the angle $\left(\theta-\theta_{1}\right)$ is less than $\pi$ and $\left|\cos \left(\theta_{j}-\theta_{1}\right)\right|=\left|\cos \left(\theta-\theta_{1}\right)\right|$. Therefore, it is enough to just consider $G_{2 \times n}$ for which the angle between $g_{1}$ and any other $g_{j}$ is less than $\pi$ during the calculation of $f(2, m)$. Without affecting the calculation of $f(2, m)$, the columns of $G_{2 \times n}$ can be exchanged so that the angle between $g_{1}$ and $g_{j}$ increases as $j$ increases (see Figure 3 for such an arrangement). Let $\delta_{i}$ denote the angle between the newly re-arranged $g_{i}$ and $g_{i+1}$ for $i=1,2, \ldots, n-1$ and $\delta_{n}$ denote the angle between $g_{n}$ and $-g_{1}$, then

$$
\begin{equation*}
\delta_{1}+\delta_{2}+\ldots+\delta_{n}=\frac{\pi}{2} \tag{7}
\end{equation*}
$$

The angle between $g_{i}$ and $g_{j}$ is

$$
\begin{equation*}
\theta_{j}-\theta_{i}=\delta_{i}+\ldots+\delta_{j-1} \tag{8}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
f(2, n) & =\min _{G_{2 \times n}}\left\{\max _{i j}\left\{\kappa\left(G_{i j}\right)\right\}\right\} \\
& =\min _{r_{1}=\ldots=r_{n}=1}\left\{\max _{i j}\left\{\kappa\left(G_{i j}\right)\right\}\right\} \\
& =\min _{\delta_{1}, \ldots, \delta_{n}}\left\{\max _{i}\left\{\sqrt{\frac{1+\left|\cos \left(\theta_{j}-\theta_{i}\right)\right|}{1-\left|\cos \left(\theta_{j}-\theta_{i}\right)\right|}}\right\}\right\} \\
& =\min _{\delta_{1}, \ldots, \delta_{n}}\left\{\sqrt{\frac{1+\left|\cos \left(\min _{i}\left\{\delta_{i}\right\}\right)\right|}{1-\left|\cos \left(\min _{i}\left\{\delta_{i}\right\}\right)\right|}}\right\} \\
& \geq \min _{\delta_{1}, \ldots, \delta_{n}}\left\{\sqrt{\left.\frac{1+\left\lvert\, \cos \left(\frac{\sum_{i}^{n} \delta_{i}}{1-\left|\cos \left(\frac{\sum_{i}^{n} \delta_{i}}{n}\right)\right|}\right.\right.}{1-}\right\}}\right.  \tag{9}\\
& =\sqrt{\frac{1+\cos \left(\frac{\pi}{n}\right)}{1-\cos \left(\frac{\pi}{n}\right)}} \tag{10}
\end{align*}
$$

The equality in (9) is achieved when

$$
\begin{equation*}
\delta_{1}=\delta_{2}=\ldots=\delta_{n}=\frac{\pi}{n} . \tag{11}
\end{equation*}
$$

There is infinite number of optimal $2 \times n$ matrices (codes) with non-zero elements that satisfy (11).

The following is a sample optimal $2 \times n$ matrix (i.e. a sample numerically best real number erasure correcting code for 2 erasures)

$$
G=\left(\begin{array}{llll}
\cos \frac{\pi}{2 n} & \cos \frac{3 \pi}{2 n} & \ldots & \frac{(2 n-1) \pi}{2 n} \\
\sin \frac{\pi}{2 n} & \cos \frac{3 \pi}{2 n} & \ldots & \frac{(2 n-1) \pi}{2 n}
\end{array}\right)
$$

Note that when $n$ is large,

$$
\begin{aligned}
f(2, n) & =\sqrt{\frac{1+\cos \frac{\pi}{n}}{1-\cos \frac{\pi}{n}}} \\
& \approx \frac{2 n}{\pi}
\end{aligned}
$$

Therefore, the condition number of the worst conditioned sub-matrix of even the numerically best real-number codes increase to infinite approximately linearly when the number of original data items (processors) $n$ increases. It is impossible for even the numerically best 2 -erasure code to correct all possible 2-erasures when the number of data items (processors) is large. The introduced numerical errors can be arbitrarily large during recovery when $n$ is arbitrily large.

In order to guarantee to correct ALL possible 2-erasures in IEEE standard 754 floating point numbers ( 16 digits of accuracy) with $k$ digits of accuracy The total number of data items (processors) $n$ has to satisfy

$$
\begin{equation*}
n \leq 10^{16-k} \times \frac{\pi}{2} \tag{12}
\end{equation*}
$$

If $n \geq 10^{16} \times \frac{\pi}{2}$, all 16 digits in the IEEE standard 754 floating point numbers will be lost. However, this can be avoided by divide $n$ processors into sub-groups of the size $s$ and encode the input matrices within each sub-group. In order to guarantee to correct all possible 2-erasures with $k$ digits of accuracy in each sub-group, the number of processors $s$ in each sub-group has to satisfy

$$
s \leq 10^{16-k} \times \frac{\pi}{2}
$$

Therefore, with the increase of the redundancy information, we can guarantee to correct all possible 2-erasures with $k$ digits of accuracy.

Therefore, for a fixed $m$, if $\operatorname{det}\left(G_{j}\right)$ is small, then $\kappa\left(G_{j}\right)$ will be large. if $\kappa\left(G_{j}\right)$ is large, then $\operatorname{det}\left(G_{j}\right)$ will be small. Note that,

## 5. CONSTRUCT NUMERICALLY GOOD CODES BY UNCONSTRAINT OPTIMIZATION

As discussed in Section 3, it is one of Smale's 18 unsolved mathematic problems 42 in the twenty-first century to obtain analytical solution for the minimax problem specified in (3) even if $m=3$ and $G$ is restricted on matrices with unit norm columns. Instead of solving (3) directly, in this section, we propose to compute approximate solutions of (3) by solving another unconstrained optimization problem. We prove that, for $m=2$, the solution obtained by solving the new unconstraint optimization problem is the same as the solution obtained by solving (3) directly.

Inspired by the $m=2$ case, in what follows, we restrict the choice of the generator matrix $G$ within matrices whose column $g_{j}$ satisfy $\left\|g_{j}\right\|_{2}=g_{j}^{T} g_{j}=1$, where $j=1,2, \ldots, n$. We restrict the choice of sub-matrix within $m \times m$ matrices.

Let $G_{j}$ denotes the $j^{t h} m \times m$ sub-matrix of $G_{m \times n}$ (the order here can be any order one likes). Let $\lambda_{1} \geq \lambda_{2} \geq \ldots \geq$ $\lambda_{m}$ denotes the $m$ eigenvalues of $G_{j}^{T} G_{j}$, then

$$
\begin{gathered}
\operatorname{det}\left(G_{j}^{T} G_{j}\right)=\prod_{i=1}^{m} \lambda_{i} \\
\sum_{i=1}^{m} \lambda_{i}=\operatorname{tr}\left(G_{j}^{T} G_{j}\right)=m \\
1 \leq \lambda_{1}<m
\end{gathered}
$$

Therefore,

$$
\begin{aligned}
\operatorname{det}\left(G_{j}\right) & =\sqrt{\operatorname{det}\left(G_{j}^{T} G_{j}\right)} \\
& =\sqrt{\prod_{i=1}^{m} \lambda_{i}} \\
& =\sqrt{\frac{\lambda_{1} \cdot \prod_{i=1}^{m-1} \lambda_{i}}{\kappa\left(G_{j}^{T} G_{j}\right)}} \\
& \leq \sqrt{\frac{\left(\frac{\lambda_{1}+\sum_{i=1}^{m-1} \lambda_{i}}{m}\right)^{m}}{\kappa\left(G_{j}^{T} G_{j}\right)}} \\
& \leq \frac{2^{\frac{m}{2}}}{\kappa\left(G_{j}\right)}
\end{aligned}
$$

On the other hand,

$$
\begin{aligned}
\operatorname{det}\left(G_{j}\right) & =\sqrt{\operatorname{det}\left(G_{j}^{T} G_{j}\right)} \\
& =\sqrt{\prod_{i=1}^{m} \lambda_{i}} \\
& \geq \sqrt{\lambda_{m}^{m}} \\
& \geq \sqrt{\frac{1}{\left(\frac{\lambda_{1}}{\lambda_{m}}\right)^{m}}} \\
& =\frac{1}{\kappa\left(G_{j}\right)^{m}}
\end{aligned}
$$

$$
\begin{aligned}
\operatorname{det} G_{j} & =\sqrt{\operatorname{det}\left(G_{j}^{T} G_{j}\right)} \\
& =\sqrt{\prod_{i=1}^{m} \lambda_{i}} \\
& \leq \sqrt{\left(\frac{\sum_{i=1}^{m} \lambda_{i}}{m}\right)^{m}} \\
& =1
\end{aligned}
$$

Therefore, in order to make the sub-matrices of $G$ wellconditioned, we need to maximize the determinants of the sub-matrices. If any sub-matrix of $G$ has a large condition number, then $\prod_{i=1}^{m} \operatorname{det}\left(G_{i}\right)$ will be small. Therefore, we propose to approximate the numerically best codes by solving the following optimization problem.

$$
\begin{equation*}
h(m, n)=\max _{G_{m \times n} \in \mathcal{R}^{m \times n},\left\|g_{j}\right\|_{2}=1}\left\{\prod_{i} \operatorname{det}\left(G_{i}\right)\right\} \tag{13}
\end{equation*}
$$

If $m$ dimensional polar coordinate systems are used to represent the elements of $G_{m \times n}$, then the constrained optimization problem (13) becomes an unconstrained optimization problem. Standard unconstrained optimization techniques can then be used to solve this maximization problem.

The solution (matrix $G$ ) obtained by solving (13) usually produce numerically very good real-number codes (see Section 5 for experimental comparisons to currently known best code).

To our surprise, when $m=2$, the optimal matrix $G$ obtained by solving (13) is exactly the same as the numerically best code obtained by solving (4) directly.

Theorem 2. Let

$$
\begin{equation*}
h(2, n)=\max _{G_{2 \times n} \in \mathcal{R}^{m \times n},\left\|g_{j}\right\|_{2}=1}\left\{\prod_{i} \operatorname{det}\left(G_{i}\right)\right\} \tag{14}
\end{equation*}
$$

Then,

$$
\begin{equation*}
h(2, n)=\prod_{j=1}^{n-1}\left\{\sin ^{n-j} \frac{j \pi}{n}\right\} \tag{15}
\end{equation*}
$$

The following generator matrix is one of the solutions for (5):

$$
G=\left(\begin{array}{cccc}
\cos \frac{\pi}{2 n} & \cos \frac{3 \pi}{2 n} & \ldots & \frac{(2 n-1) \pi}{2 n} \\
\sin \frac{\pi}{2 n} & \cos \frac{3 \pi}{2 n} & \ldots & \frac{(2 n-1) \pi}{2 n}
\end{array}\right)
$$

Proof. When $m=2$, if we use the same polar coordinate system as in Section 3.4 and exchange columns of $G_{2 \times n}$ similarly to get the arrangement $g_{j}$ in Figure 4, then

$$
\begin{gathered}
G_{2 \times n}=\left(\begin{array}{ccc}
\cos \theta_{1} & \ldots & \cos \theta_{n} \\
\sin \theta_{1} & \ldots & \sin \theta_{n}
\end{array}\right) \\
\theta_{j}=\theta_{1}+\sum_{k=1}^{j-1} \delta_{k}
\end{gathered}
$$

The sub-matrix $G_{i j}$ (consisting of the column $i$ and $j$ of $G_{2 \times n}$ ) can be represented as

$$
G_{i j}=\left(\begin{array}{cc}
\cos \theta_{1} & \cos \theta_{n} \\
\sin \theta_{1} & \sin \theta_{n}
\end{array}\right)
$$



Figure 4: Adjust columns of $G$ such that $\theta_{j}=\theta_{1}+$ $\sum_{k=1}^{j-1} \delta_{k}$.

Therefore,

$$
\begin{aligned}
& \operatorname{det}\left(G_{i j}\right)=\sin \left(\theta_{j}-\theta_{i}\right) \\
\prod_{j>i} \operatorname{det}\left(G_{i j}\right)= & \prod_{j>i} \sin \left(\theta_{j}-\theta_{i}\right) \\
= & \prod_{j>i} \sin \left(\sum_{k=i}^{j-1} \delta_{k}\right) \\
= & \left(\sin \delta_{1} \ldots \sin \delta_{n-1}\right) \\
& \left(\sin \left(\delta_{1}+\delta_{2}\right) \ldots \times \sin \left(\delta_{n-2}+\delta_{n-1}\right)\right) \\
& \vdots \\
& \sin \left(\delta_{1}+\ldots+\delta_{n-1}\right)
\end{aligned}
$$

Note that, when $x_{i}>0$

$$
\prod_{i=1}^{n} x_{i} \leq\left(\frac{\sum_{i=1}^{n} x_{i}}{n}\right)^{n}
$$

When $x_{1}=x_{2}=\ldots=x_{n}=x$, the equality is achieved and

$$
\prod_{i=1}^{n} x_{i}=x^{n}
$$

Therefore, when $\delta_{1}=\delta_{2}=\ldots=\delta_{n-1}=\delta$, for all $j=0,1, \ldots, n-2, \prod_{k=0}^{n-1-j} \sin \left(\sum_{t=0}^{j} \delta_{k+t}\right)$ achieve their maximum $\sin ^{n-1-j}((j+1) \delta)$ at the same time. Therefore, $\prod_{j>i} \operatorname{det}\left(G_{i j}\right)$ achieves its maximum

$$
\prod_{j>i} \operatorname{det}\left(G_{i j}\right)=\sin ^{n-1} \delta \sin ^{n-2} 2 \delta \ldots \sin ^{1}((n-1) \delta)
$$

Rearrange the right hand side of the above formula, we have

$$
\begin{aligned}
\prod_{j>i} \operatorname{det}\left(G_{i j}\right)= & \left(\sin ^{n-1} \delta \times \sin ^{1}((n-1) \delta)\right. \\
& \left(\sin ^{n-2} 2 \delta \times \sin ^{2}((n-1) \delta)\right. \\
& \left(\sin ^{n-3} 3 \delta \times \sin ^{3}((n-3) \delta)\right.
\end{aligned}
$$

When $\sin j \delta=\sin ((n-j) \delta)$, all $\sin ^{n-j} j \delta \times \sin ^{j}((n-j) \delta)$
achieve, at the same time, their maximum

$$
\left(\frac{(n-j) \sin j \delta+j \sin ((n-j) \delta)}{n}\right)^{n}=(\sin j \delta)^{n} .
$$

Note that, when $\delta_{1}=\delta_{2}=\ldots=\delta_{n-1}=\delta$,

$$
\pi=\delta_{1}+\ldots+\delta_{n-1}+\delta_{n}=(n-1) \delta+\delta_{n}
$$

Therefore,

$$
\delta<\frac{\pi}{n-1}
$$

Therefore, $\sin j \delta=\sin ((n-j) \delta)$ implies

$$
j \delta=\pi-(n-j) \delta
$$

Therefore, implies

$$
\delta=\frac{\pi}{n}
$$

When $\delta_{1}=\delta_{2}=\ldots=\delta_{n-1}=\delta$,

$$
\delta_{n}=\pi-\left(\delta_{1}+\ldots+\delta_{n-1}\right)=\frac{\pi}{n}
$$

Therefore, when $\delta_{1}=\delta_{2}=\ldots=\delta_{n}=\frac{\pi}{n}, \prod_{i} \operatorname{det}\left(G_{i}\right)$ achieve its maximum.

## 6. EXPERIMENTAL RESULTS

The numerical properties of real number codes from Vandermonde matrices, Cauchy matrices, DCT matrices, DFT matrices, and Gaussian random matrices has been fully analyzed and compared in 11. Experimental results indicate that real number codes from Gaussian random matrices are much more stable than the other codes.

In this section, we will compare the numerically best codes with real number codes from Gaussian random matrices and Grassmannian frame matrices. When the number of erasures $m=2$, there are exact analytical expressions for the generator matrices of both the Grassmannian code and the numerically best code. The numerically best code are the same as the Grassmannian code when $m=2$. They are both numerically optimal. However, when the number of erasures $m \geq 3$, the Grassmannian code is not optimal anymore. Therefore, we focus on the comparison the numerically stability of these codes for more than two erasures.

When the number of erasures $m \geq 3$, most of time, there are no exact analytical expressions for the generator matrices of all three codes except for very few combinations of $m$ and $n$. Therefore, most of time, we have to use approximation codes in practice.

However, for $m=3$ and $n=10$, the mathematically optimal (without any computational approximation) Grassmanian (packing) codes are given in 18]. It is a hexakis bi-antiprism. The columns of the corresponding generator matrix (i.e. the coordinates of the 10 points in three dimensional space) are given in 2]. Therefore, in this paper, we choose to compare the numerical stability of the three codes to tolerate three failures in ten processors. Table 2 gives the corresponding generator matrix of the Grassmannian code.

It is mathematically difficult to obtain analytical expressions for the numerically best codes for three or more erasures. Therefore, for numerically best codes, we use the approximation codes computed by solving the unconstrained

Table 1: A generator matrix from Gaussian random matrices with mean $\mu=0$ and standard deviation $\sigma=1$.

| $g_{1}$ | $g_{1}$ | $g_{1}$ | $g_{1}$ | $g_{1}$ | $g_{1}$ | $g_{1}$ | $g_{1}$ | $g_{1}$ | $g_{1}$ |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 0.0582 | -0.2290 | 0.1256 | -1.1022 | -2.6053 | -2.0564 | -0.0062 | -1.0216 | -0.9579 | -2.0886 |
| -1.6885 | 1.0350 | -1.2976 | 0.7591 | -0.8609 | -0.7067 | -1.3709 | -1.9139 | -0.7915 | 0.5943 |
| -1.2755 | -1.5523 | -0.8135 | 0.3585 | 0.0536 | -0.9256 | -0.4202 | -0.8843 | -0.8012 | 0.8242 |

Table 2: A generator matrix from Grassmannian frames matrices

| $g_{1}$ | $g_{1}$ | $g_{1}$ | $g_{1}$ | $g_{1}$ | $g_{1}$ | $g_{1}$ | $g_{1}$ | $g_{1}$ | $g_{1}$ |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 1.0000 | 0.6101 | 0.6101 | 0.6101 | 0.6101 | 0.6101 | 0.6101 | 0 | 0 | 0 |
| 0 | 0.7923 | 0.3961 | -0.3961 | -0.7923 | -0.3961 | 0.3961 | 0.8660 | -0.8660 | 0 |
| 0 | 0 | 0.6861 | 0.6861 | 0 | -0.6861 | -0.6861 | 0.5000 | 0.5000 | -1.0000 |

optimization problem in Section 4 to participate the comparison. Table 3 gives the corresponding generator matrix of the numerically best code.

Gaussian random codes are simple to generate using a pseudo Gaussian random number generator. Table 1 gives the corresponding generator matrix of the Gaussian random code. The matrix is generated using MATLAB. Actually, this code is only a statistical approximation of the Gaussian random codes. However, this is how we generate and use Gaussian random codes in practice.

It is well known 27 that, in solving a linear system of equations, a condition number of $10^{k}$ for the coefficient matrix leads to a loss of accuracy of about $k$ decimal digits in the solution. The coefficient matrix of the system of equations to be solved during recovery can be any square submatrix (including minor) of the generator matrix. Therefore, in what follows, we focus on comparing the condition numbers of the sub-matrices of all three generator matrices.

The size of the generator matrices is $3 \times 10$, therefore, the total number of $3 \times 3$ sub-matrices in each generator matrix is 120 .

Table 4 gives the condition numbers of the 10 worst conditioned $3 \times 3$ sub-matrices in all three generator matrices. Table 4 demonstrates that the condition numbers of all 10 worst-conditioned $3 \times 3$ sub-matrices of the numerically best code are much more smaller than that of the other two codes. Therefore, in the worst case scenarios, the numerically best code is numerically much more stable than both the Gaussian random code and the Grassmannian code. Condition number is a property that associated with more than two columns of a matrix. The Grassmannian codes maximizes only the minimum angle between any two columns of the generator matrix. When the minimum angle between any two columns of the generator matrix achieves its global maximum, it is still possible that three columns of a generator matrix are in the same plan, therefore, the generator matrix contains a singular sub-matrix. This is exactly the reason why we get one singular sub-matrix in the Grassmannian codes. Therefore, Grassmannian codes are generally NOT optimal unless $m=2$ where a sub-matrix only contains 2 columns. The numerically best code minimizes the maximum condition numbers of all sub-matrices, therefore, has a much better numerically stability in the worst case scenarios.

Figure 5 gives the distribution of all 120 condition numbers of all $1203 \times 3$ sub-matrices for both the Grassmannian


Figure 5: Condition number distribution for Grassmannian frame codes and optimal codes.


Figure 6: Condition number distribution for Gaussian random codes and optimal codes.

Table 3: A generator matrix from numerically best real number codes

| $g_{1}$ | $g_{1}$ | $g_{1}$ | $g_{1}$ | $g_{1}$ | $g_{1}$ | $g_{1}$ | $g_{1}$ | $g_{1}$ | $g_{1}$ |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| -0.5566 | 0.1467 | 0.7247 | 0.9919 | 0.4631 | -0.6691 | 0.5614 | -0.2353 | 0.0686 | -0.6749 |
| 0.8095 | 0.7985 | 0.4905 | 0.1217 | -0.1332 | 0.2351 | -0.6914 | -0.0325 | 0.9466 | -0.5804 |
| 0.1871 | 0.5839 | 0.4839 | 0.0365 | 0.8763 | 0.7050 | 0.4547 | 0.9714 | -0.3149 | 0.4556 |

Table 4: The condition numbers of the 10 worst-conditioned $3 \times 3$ sub-matrices in different generator matrices

| Grass | $0.1 * 10^{17}$ | $0.1 * 10^{17}$ | $0.3 * 10^{17}$ | $0.3 * 10^{17}$ | $0.3 * 10^{17}$ | $0.5 * 10^{17}$ | $0.7 * 10^{17}$ | $2.3 * 10^{17}$ | $2.3 * 10^{17}$ | Inf |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Rand | 111 | 131.3 | 145.1 | 168.6 | 199 | 250.4 | 366.7 | 457.4 | 786.7 | 1891.1 |
| Best | 12.1652 | 12.4318 | 12.4371 | 13.2190 | 13.5483 | 14.7503 | 15.6580 | 16.1104 | 16.1609 | 16.5355 |

code (red) and the numerically best code (blue). Figure 5 demonstrates that the numerically best code are at least as good as the Grassmannian code in average cases.

Figure 6 shows the distribution of all 120 condition numbers of all $1203 \times 3$ sub-matrices for both Gaussian random code (cyan) and the numerically best code (blue). Figure 6 indicates that the numerically best code are much more stable than Gaussian random codes in average cases.

## 7. CONCLUSION

In this paper, we present a class of numerically best realnumber codes for fault tolerant matrix operations on large HPC systems. We give an analytical expressions for the numerically best erasure correcting codes for two erasures and develop an approximation method to computationally approximate the numerically best codes for more than two erasures. Experiment results demonstrate that our codes are numerically much more stable than existing codes.

In the near future, we would like to explore better approximation methods to computationally approximate the numerically best codes for three or more erasures.
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